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Chapter O

Introduction

Spectral theory is an extremely rich field which has found its application in many areas of physics and
mathematics. One of the reason which makes it so attractive on the formal level is that it provides a unifying
framework for problems in various branches of mathematics, for example partial differential equations,
calculus of variations, geometry, stochastic analysis, etc.

The goal of the lecture is to acquaint the students with spectral methods in the theory of linear differential
operators coming both from modern as well as classical physics, with a special emphasis put on geometrically
induced spectral properties. We give an overview of both classical results and recent developments in the
field, and we wish to always do it by providing a physical interpretation of the mathematical theorems.

0.1 Why spectrum?

Most processes in Nature can be under first approximation described by one of the following linear differential
equations:

. 0?u

e the wave equation — —Au=0, (1)
ot?
. ou

e the heat equation i Au=0, (2)
- . Ou

e the Schrodinger equation iy +Au=0. (3)

One typically thinks of ¢ € R as the time variable and —A is the Laplacian in the d-dimensional Euclidean,
i.e. A =92 +---4 07 in the Cartesian coordinates x = (21,...,2q) € R? with d > 1. (In this document,
we adopt the geometric convention and call by the Laplacian the differential expression —A rather than A.)
Qualitative properties of the respective solutions are very different, which of course reflects the variety of
the physical systems.

e The wave equation is a classical model for a vibrating string, membrane or elastic solid, but it also
models propagation of electromagnetic waves, moreover it arises in relativistic quantum mechanics
and cosmology.

e The heat equation, also known as the diffusion equation, describes in typical applications the evolution
in time of the density of some quantity such as the heat, chemical concentration, etc,. It also represents
the simplest version of the Fokker-Planck equation describing the stochastic motion of a Brownian
particle.

e Finally, the Schrédinger equation is the fundamental equation of quantum theory, which is probably
the best physical theory mankind has ever had (at least from the point of view of the technological
impact and the number of experiments confirming it).

The common denominator of the above equations is

e the Helmholtz equation —AyY =\, (4)
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which is obtained from (1)—(3) after a separation of the space z and time t variables. Indeed, (1)—(3) reduce
to (4) after writing

respectively, so it can be understood as a stationary counterpart of the evolution equations. Equation (4)
can be understood as a spectral problem for the Laplacian, with eigenvalues A and eigenfunctions 1 usually
having direct physical interpretations. For instance, the numbers A have the meaning of

e squares of resonant frequences for vibrating systems,
e decay rates for dissipative systems,
e bound-state energies for quantum systems.

More importantly, the solutions of the evolution equations (1)—(3) can be obtained on the basis of a complete
spectral analysis of the Laplacian. (It follows from the linear nature of the differential equations: By the
so-called superposition principle, if uy, us are solutions, then the sum wu; + ug is also a solution.)

We use the Laplacian just to simplify the presentation in this introductory section; depending on the concrete
physical problem in question, the Laplacian —A in (1)—(3) may need to be replaced by a general elliptic
differential operator. The spectral theory of differential operators thus represents a unifying mathematical
framework for various (possibly very different!) physical systems.

0.2 Why geometry?

As usual for evolution equations, (1)—(3) are subject to initial conditions at ¢ = 0. In the physical problems
mentioned above, the space variables x are typically restricted to a subdomain © C R?. Then it is also
necessary to equip (1)—(4) with boundary conditions.

The easiest situation is represented by

e Dirichlet boundary conditions =0 on o0 . (5)
As well as being simple to treat, these boundary conditions are directly relevant to a number of physical
problems, for instance:

e vibrations of an elastic membrane whose boundary is fixed, heat flow in a medium whose boundary
is kept at zero temperature (a cooling mug), killing boundary conditions for the Brownian motion,
the motion of a quantum particle which is confined to a region by the barrier associated with a large
chemical potential (nanostructures), etc.

Intrinsically harder situation is represented by

oy
on
where n denotes the outward unit normal vector field of 2. However, these are also important in physical
applications:

o Neumann boundary conditions 0 on o0, (6)

e the vibration of a membrane at those parts of the boundary which are free to move, the flow of a fluid
through a channel or past an obstacle, the flow of heat in a medium with an insulated boundary (a
vacuum flask), reflecting boundary conditions for the Brownian motion, etc.

Representing an interpolation between the Dirichlet and Neumann boundary conditions, it might be also
sometimes relevant to employ
. . oY
e Robin boundary conditions n +ap)=0 on o0, (7)
n
where o : 9 — R is a function. The constant choices & = 0 and o = o0 (the latter understood in the
sense of dividing (7) by a and taking the limit & — 4-00) correspond to Neumann and Dirichlet boundary
conditions, respectively. In physical applications, these conditions arises for instance
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e in electromagnetism as an approximation for materials with thin layers (e.g. stealth aircrafts) and in
acoustics in connection with propagation of sonic waves through elastic cylinders.

Finally, it is also possible to consider the case of combined boundary conditions, where different kinds of
boundary conditions are imposed on distinct parts of 9€2.

0.3 Which geometry?

In [14], I. M. Glazman introduced the following useful classification (see also [10, Sec. X.6.1]).

Definition 0.1 (Glazman’s classification of Euclidean open sets). An open set  C R? is
e quasi-conical if it contains arbitrarily large balls;

e quasi-cylindrical if it is not quasi-conical but it contains infinitely many (pairwise) disjoint identical
(i.e. of the same radius, congruent) balls;

e quasi-bounded if it is neither quasi-conical nor quasi-cylindrical.

Obviously, each open set  C R¢ belongs to one of the classes. Bounded sets represent a subset of quasi-
bounded sets, but the latter class is much larger as we shall see below. The whole Euclidean space R? or its
conical sector are examples of quasi-conical domains. The infinite sequence of disjoint identical (respectively,
expanding) balls is an example of a quasi-cylindrical (respectively, quasi-conical) set. Finally, an infinite
(solid) cylinder R x Bg, where Bg is a (d — 1)-dimensional ball of radius R, is a quasi-cylindrical domain.
See Figure 1 for typical examples in R2.

quasi-conical quasi-cylindrical quasi-bounded

Figure 1: Examples of planar domains as regards the Glazman classification.

In the following chapters, we shall be interested in spectral properties of the Robin Laplacian as regards the
above classification. Without loss of generality, we may assume that €2 is a domain, i.e. an open connected

set. Indeed, the spectrum of €2 is obtained as the union of the spectra of individual connected components
of Q.

0.4 The plan

The objective of the present lecture is to study the interplay between the geometry of {2 and the spectrum
of differential operators, subject to various boundary conditions. Because of the time constraint, we shall
almost exclusively consider just the Laplace operator and Dirichlet boundary conditions. The plan of our
lecture is as follows:

Day 1: Quasi-conical domains or Stability of matter;
Day 2: Quasi-bounded domains or Vibrational systems (or Quantum resonators);
Day 3: Quasi-conical domains or Quantum waveguides.

Before implementing the plan, let us start with rather technical preliminaries.
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0.5 The Dirichlet Laplacian

First of all, let us properly interpret the Helmholtz equation (4), subject to Dirichlet boundary conditions,
as a spectral problem. The spectrum is a property of an operator, so we have to precise what an operator
is. An operator acts on a space, so we first need to precise what kind of spaces we are interested in.

Let H be a complex vector space with inner product (-,-). Our convention is that the inner product is
linear (respectively, antilinear) in the second (respectively, first) component. If H is finite-dimensional
(i.e. dimH < o00), it is well known that every Cauchy sequence in H is convergent (the converse claim is
elementary). This useful property is not necessarily true if 3 is infinite-dimensional (i.e. dimH = ©0).
But we shall always restrict to vector spaces for which it is true; such vector spaces are called complete. A
complete vector space with inner product is called a Hilbert space. In summary, we shall always assume:

H := complex Hilbert space.

The norm of H associated with the inner product (-,-) will be denoted by ||| := +/ (¥, ¥).

Example 0.1 (Euclidean space). C™ with n € N is a canonical example of a finite-dimensional complex Hilbert space, with
dim C™ = n. We understand it as equipped with the standard Euclidean scalar product

n uy vy
(u,v)::E wjv;, where u:(:), v:(:).
=1 U, Vi

In quantum mechanics, C? is the Hilbert space for describing a charged particle of spin % at rest interacting with a magnetic
field. &

Example 0.2 (Lebesgue space). Given any domain Q@ C R? with d > 1, a canonical example of infinite-dimensional complex
Hilbert space is the Lebesgue space

L3(Q) := {zp Q= C | ()?de < oo}
Q

measurable

equipped with the inner product
6.0) = [F@w@)de,  where 6.0 € L*@).

Here “measurable” refers to the Lebesgue measure in R%. Following Schechter [24, Sec. 1.5], those of you who are unfamiliar
with Lebesgue integration theory, do not despair. You can consider the integration in the sense of Riemann without serious
misgivings. However, you should keep in mind that it is the Lebesgue integration which leads to the completeness of L2(2).
One has dim L?(Q2) = co.

In quantum mechanics, LQ(Q) is the Hilbert space for describing an electron constrained to a nanostructure of shape €. &

A (linear) operator H in H is the linear map
H:domH C H — ¥,

where dom H is a linear subspace of H called the domain of H. Restricting the action of H to a subspace
of J is necessary in infinite-dimensional Hilbert spaces.

Example 0.3 (Matrices). Given a matrix A € C"*™ the map
Tau = Au, u € domTy :=C",
where the action is understood in the sense of matrix multiplication, is a linear operator in C".

In quantum mechanics, the matrix ( 01 (1)) represents the Hamiltonian of a charged particle of spin % at rest interacting with
a uniform magnetic field. &

Example 0.4 (Multiplication operator). Given a domain Q C R%, let V : Q — R be a measurable function. The map
Vip =V, Y edomV :={y € L2(Q): Vi € L(Q)}

is a linear operator in L2(€). If V is bounded (more generally, V € L>°(f)), then domV = L2(Q). If the function V is
unbounded, however, then dom Vs necessarily a proper subset of L2(Q).

In quantum mechanics, Vv represents the potential energy of an electron constrained to a nanostructure of shape Q. &
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Let Q C R? be a domain. We would like to introduce an operator H in L2(f2), which acts as the Laplacian
and satisfies the Dirichlet boundary conditions (5) on 9. Here it also becomes clear that the domain of
such an operator must be a proper subset of L?(Q). Indeed, first, v should be differentiable in a sense to
make A meaningful and, second, At should be an element of L?(Q). Moreover, 1 should vanish on 9 in
a sense.

An obvious choice is
H:=—-Ay, dom H := C2(Q) = {¢ € C*(Q) : supp? is compact in Q} .

Now the action of the Laplacian is implemented in the classical sense and the Dirichlet boundary condition
is realised in a very strong way, for the functions in the domain are actually required to vanish in a
neighbourhood of 9. It is clear that this choice of the domain is too restrictive and one can justify the
action of the operator on a much larger domain.

How to choose the domain as large as possible? While still making —At € L%(Q) and 1) = 0 on 952 sensible,
even if the price to pay would be to interpret the action of the Laplacian and boundary conditions in a
weaker sense?

The correct choice of the domain is a delicate matter, which requires the knowledge of rather advanced
techniques. The most effective way is to start with the sesquilinear form h associated with the operator H,
namely,

h(¢, ) == (¢, HY), domh := dom H .
Integrating by parts, we easily get .
ho.¥) = (Vo, V),

so the form is well defined even in the larger space C}(Q), while still keeping the Dirichlet boundary
conditions in the very restrictive sense. To make the domain as large as possible, we introduce the closed
form

TS UL
W) = (Y6, V), domh:=Wo (@) =C3(Q) ", vl = VIVEIP+ [
Here the line denotes the completion of the space of smooth functions with respect to the triple norm |||-||| (the
double norm || - || denotes the norm of L?(Q2) as above) and the action of the gradient should be interpreted

in a distributional sense (i.e., motivated by an integration by parts, V¢ equals a function g € L2(£2)% such
that [, g = — [, ¢ dive for every ¢ € C§(Q2)?). The domain Wol’Q(Q) is a Sobolev space.

Using an analogue of the Riesz representation theorem in finite-dimensional spaces (¢f [16, Thm. VI.2.1]),
there exists an operator H associated with the form, i.e.,

V¢ € domh, ¢ € dom H , h(p,v) = (¢, HY) .

It is easy to see that
1,2 2
Hy=-Av,  domH = {p e Wj(Q): Av e L2(®)},

where —A should be interpreted as the distributional Laplacian of ¢ (i.e., motivated by an integration
by parts, —At equals a function g € L?(Q2) such that (¢, g) = (—Agp, ) for every p € C2(Q)). Now the
action of the Laplacian is implemented in the generalised sense of distributions and the Dirichlet boundary
condition is realised in a very weak sense. We set —A% := H and call the operator the Dirichlet Laplacian.
Let us emphasise that this definition works for any domain (without any requirement on the regularity of
the boundary; for example, {2 can have a fractal boundary!).

Definition 0.2. For every open set 2 C R? the Dirichlet Laplacian is the operator in L?(§2) defined by

A% = —Ap,  dom(—Af) = {1/; eWH(Q): Ay e L?(Q)} .

If the domain € is “nice” (which involves both certain smoothness of the boundary 99 as well as a control
of a global behaviour of the domain geometry if ) is unbounded; for example, a bounded domain with
9Q € C? is a nice domain), then

dom(—AP) = {y € W*2(Q) : ¢ =0 o0n 09} .



8 Introduction David Krejéiik

Here

W22(Q) = {4y € L*(Q) : Vo, V3 € L*(Q)}

is yet another Sobolev space, with V24 denoting the distributional Hessian of 1/, and the vanishing of ¥ on
the boundary should be interpreted in the sense of traces. At the same time,

Wo () = {v e Wh(Q) : ¢ =0 on 90}
if Q is a nice domain. As expected,

Wh2(Q) = {y e L*(Q): Vi€ L*(Q)} .

More generally, in the notation Wok "P(Q), p stands for the underlying Lebesgue space LP(Q) (in our case,
we shall exclusively work with p = 2), k denotes the highest order of derivative involved and 0 refers to the
weak realisation of the Dirichlet boundary conditions.

Do not despair! You do not need to understand all these advanced notions related to Sobolev spaces. The
moral is that there is a sort of natural space to make the action of the Laplacian sensible and that the
Dirichlet boundary conditions are in fact incorporated through the domain of the operator.

In quantum mechanics, the Dirichlet Laplacian —A% represents the kinetic energy of an electron constrained
to a nanostructure of shape 2 with hard-wall boundaries.

0.6 What is the spectrum?

Now we are in a position to properly interpret (4). If the Helmholtz equation (4) is equipped with the
Dirichlet boundary conditions (5), then the left-hand side of (4) is understood as the action of the Dirichlet
Laplacian —A% on a function ¢ € dom(—A%). The boundary value problem (4)—(5) means that we are
looking for complex numbers A such that there exists a function ¢ € dom(—A%) such that —A%yp = A
(both A and ¢ are unknown!). Of course, it is reasonable to exclude the trivial situation ¢ = 0, which
is always a solution for any A € C. In finite-dimensional spaces, this is precisely what you know as an
eigenvalue problem.

Definition 0.3. Let H be an operator in a Hilbert space H. The point spectrum of H is defined by:

op(H):={A€C: I yedomH , Hip=X}.
$#0

Any element A € o, (H) is called an eigenvalue of H. Any non-zero vector ¢ € dom H satisfying Hy = A\
is called an eigenvector of H corresponding to the eigenvalue .

Given any operator T in H, recall the definition of the kernel, ker T := {¢ € domT : Ty = 0}. Given
A € op,(H), the set of all eigenvectors corresponding to A clearly coincides with ker(H — AI)\ {0}, where I is
the identity operator on H (i.e., Iy := 1), dom I := XH). In particular, the number of all linearly independent
eigenvectors corresponding to A equals

mg(A) := dimker(H — \I).
This number is called the (geometric) multiplicity of the eigenvalue X € o, (H). If mg(X) = 1, we say that
the eigenvalue X is simple. If mg(A) > 1, we say that the eigenvalue X is degenerate.

From Definition 0.3, it is clear that A is in the point spectrum of H if, and only if, the operator H — AI :
dom H — J is not injective (recall that any operator T is injective, if, and only if, kerT" = {0}). If the
Hilbert space H is finite-dimensional, then this is also equivalent to the fact that the operator H — A is
not surjective. This follows from the fundamental theorem

dimker(H — AI) + dimran(H — AI) = dim 3, (8)

where ranT := {T¢ : ¢ € domT} is the range of T. In infinite-dimensional spaces, however, injectivity is
not equivalent to surjectivity (see Exercise 1).
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If A\ € o,(H), then the inverse operator (H — A )~! is well defined on dom(H — X )~! := ran(H — AI).
Since H — A is not necessarily surjective, the operator (H — AI)~! is a priori not defined on the entire
space H. Even if it happens to be defined on the entire space H (i.e. ran(H — AI) = H) or its dense subspace
(i.e. ran(H — AI) = H), it might not be bounded. To handle this situation, we are led to the following
generalisation of eigenvalues.

Definition 0.4. Let H be an operator in a Hilbert space H. The continuous spectrum of H is defined by:

oo(H) = {A € C\op(H) : I {$n}nen C domH, |Hepp — M| ——> o} .
llm | =1 nmree

Any element A € o.(H) is called an approzimate eigenvalue of H. Any corresponding sequence {1, }nen is
called the approximate eigenfunction (or quasi-mode) of H corresponding to the approximate eigenvalue .

Proposition 0.1. Let H be an operator in a Hilbert space H. Let A & op(H). Then

AN€o.(H) <= (H—X)"!isunbounded.

Proof. By definition of the inverse, for every f € ran(H —\I), there exists ¢ € dom H such that (H—\I)¢ =
f. Consequently,

(-2 = s AHEZADTAL lell
fedom(H—AI)~1 HfH ¢pedom H ||(H - )\I)QﬁH
f#0 ¢#0
If X € 0.(H), then
[ ¢l

H- )" > ,
ICH = M) 2 e =gy o

where {1, }nen is an approximate eigenfunction of H corresponding to A; hence (H — A\I)~! is unbounded.
Conversely, if (H — M )~! is unbounded (i.e., ||(H — M)7!|| = o), then, for every n € N, there exists
¢, € dom H such that

[l

[(H = ML)
Since necessarily ¢, # 0, the normalised vector ¢, := ¢, /||¢n| satisfies

1
H - MD),| < —;
I~ ATl < -
hence A € o.(H) by Definition 0.4. O

We define the spectrum of any operator H as the union of its eigenvalues and approximate eigenvalues.
Notice that, contrary the point spectrum, the definition of the continuous spectrum requires the norm
structure of the Hilbert space H.

Definition 0.5. Let H be an operator in a Hilbert space H. The spectrum of H is defined by:

o(H) :=o0p(H)Uo.(H).

By definition of the individual components, it is the disjoint union. Finally, let us state a uniform charac-
terisation of the points in the spectrum.

Proposition 0.2. Let H be an operator in a Hilbert space H. Then

o(H) = {)\ €C: 3 {Pnltnen C domH, |Hopn — Mn| —— 0} .
llm =1 noee
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Proof. Eigenvalues A of H clearly satisfy the identity (choose for 1, the normalised eigenfunction of H
corresponding to A, obtaining in this way a stationary sequence). Excluding the eigenvalues, we are back
at the definition of the continuous spectrum. O

The reader is warned that our Definition 0.5 does not coincide with the usual definition of the spectrum of
a general operator H in a Hilbert space . There is also the so-called residual spectrum, which is formed by
those complex numbers A\ ¢ o, (H) for which the closure of ran(H — AI') does not coincide with H (i.e. the
inverse operator (H — AI)~! is not densely defined). However, this pathological part of the spectrum is
always empty in an important case, namely, when H is self-adjoint, which is always the case of the operators
considered in this course.

0.7 Self-adjointness

Recall that an operator H in a Hilbert space H is called self-adjoint if
H=H",

where H* is the adjoint of H. As in finite-dimensional spaces, the adjoint is defined by means of the duality
introduced via the inner product

Vi € dom H, ¢ € dom H™, (¢, HY) = (H* ¢, ).

More specifically, since we have to be careful about domains, we set

domH* :={¢ € H: IneH, Vo € domH, (¢, HY) = (n,¥)},
H*¢:=1.

This operator is well (i.e. uniquely) defined provided that H is densely defined (i.e., dom H is a dense
subspace of H).

It is usually easy to verify that H is symmetric, i.e., H is densely defined and

Vo, € domH, (¢, Hyp) = (Ho,v).

This is equivalent to saying that H C H*, i.e. the adjoint H* is an extension of H. The self-adjointness
H = H* requires in addition that dom H = dom H*, which is a much more delicate matter.

Example 0.5. The operator Ty of Example 0.3 is self-adjoint if, and only if, the generating matrix A is Hermitian, i.e.

A=A =4 ©

Example 0.6. The multiplication operator V of Example 0.4 is self-adjoint if, and only if, the generating matrix V is
real-valued. o

Example 0.7. The Dirichlet Laplacian —A% = H of Section 0.5 is self-adjoint for any domain . This follows immediately
from the representation theorem [16, Thm. VI.2.1] that we used to define the operator. Notice that the associated form h is

symmetric, i.e. h(¢, ) = h(1, @) for every ¢, € dom h. In light terms, the property of 7A% being symmetric can be deduced
(at least for nice domains) by an integration by parts, using that the boundary terms vanish due to the Dirichlet boundary
conditions.

The operator H is symmetric (here one can use the integration by parts for any domain), but it is not self-adjoint. In fact,
the domain of the adjoint operator dom H* is much larger than dom H. This demonstrates that the self-adjointness is really
a delicate matter. o

In quantum mechanics, physical observables are represented by self-adjoint operators and their spectrum
correspond to outcomes of measuring. A deep reason for self-adjointness is that generators of conservative
evolutions associated with the Schrodinger equation (more specifically, of unitary groups) are necessarily
self-adjoint operators. In light terms, we can understand this choice due to the fact that the spectrum of
self-adjoint operators is necessarily real (which should be the case of physical quantities we measure).
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Proposition 0.3. Let H be a self-adjoint operator in a Hilbert space H. Then

o(H) CR.

Proof. Let A\ € o(H). By Proposition 0.2, there exists a sequence {¢, }neny C dom H such that [|i),|| = 1
for every n € N and Hv,, — M), = 0 as n — oco. Hence

A= Xl[n?
= lim \|[¢n]?
n—oo

lim (1, M)

= lim (¢, Hn)
n—oo

= lim (Hn, ¥n)
n— o0

= lim ()‘wnawn)
n— oo

= lim Ay
n— o0

= Xll9n|?

=A.

It follows that the imaginary part of A\ equals zero. O



Chapter 1

Quasi-conical domains

In this lecture we are concerned with spectral properties of the Dirichlet Laplacian —A% in the situation
where €2 is a quasi-conical domain. Recall that € is called quasi-conical if it contains an arbitrarily large
ball. This class of domains contains the whole Euclidean space R? as a particular example (in quantum
mechanics, —A%d represents the kinetic energy of a free particle). Another example is given by cones (or
their exteriors).

1.1 Location of the spectrum

Since 2 is quasi-conical, there exist sequences of centres {z;};eny C € and radii {R;};en C (0, 00) such that
Bpr,(zj) C Q and R; — oo as j — co. Here Br(z) := {x € R? : |z| < R} denotes the open ball of centre z
and radius R. Notice that 2 is necessarily unbounded.

1.1.1 The spectrum is non-negative

Let A € o(H). By our definition of the spectrum (¢f Proposition 0.2), there exists a sequence {¥, }nen C
dom(—A$) such that [[1h,] = 1 for every n € N and —A%¢,, — Mp, — 0 as n — co. Similarly as in the
proof of Proposition 0.3, we have

A= A[n]?

= lim All¢y |
n— o0

= lim. (Vn, MPn)
_ _AQ
= nh_ggo(wm Apn)
= lim (1/1n, 7A1/}n)
n—oo

= lim (Vo,, Viby,)
n—o00

= lim ||V,
n—oo

>0.

Here the last but one equality follows by the definition of the distributional Laplacian. For nice domains, it
can be also understood as a consequence of an integration by parts (or, more specifically, of the divergence

12
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theorem):

(wna_A"/Jn) = _/ En Awn
/{v By Vi) — (Vi)

[ % St [ Vol
= [ 19wl

= [V¢nll®,

where n denotes the outward unit normal of 9. Hence, A is not only real, but it is in fact non-negative.
Notice that, in the proof, we have not used the geometric property of €2 being quasi-conical. So this result
actually holds for any domain §2.

Proposition 1.1. Let Q C R? be any domain. Then

0(—A%) C [0,00).

1.1.2 Looking for eigenvalues

Let us consider the eigenvalue problem —A} DY = A with A > 0. This is equivalent to looking for non-zero
solutions of the Helmholtz equation
—AYp=Xp in Q (1.1)

such that ¢ € W, %(Q) and Ay € L2(€). The differential equation (1.1) admits a classical solution
w(x) = e*® with any k€ C? such that k*:=Fk k=X, (1.2)

where the dot denotes the scalar product in R? (notice that k? # |k|? unless k € R?). This suggests that
op(—A$) = C, in contradiction with the self-adjointness of —A$ (and, in particular, with Proposition 1.1).
What is wrong?

Of course, the solutions (1.2) are not admissible, because wy & WO1 2(Q). Indeed, without mentioning the
violation of Dirichlet boundary conditions, we have

||wk||2=/91=|9|=oo

(because the volume of 2 is infinite for quasi-conical domains), so wj, does not even belong to the Hilbert
space L?(2). We do not get any eigenvalue of the Dirichlet Laplacian —A$ by considering (1.2). Anyway,
we can use these classical solutions to construct approximate eigenvalues.

1.1.3 Construction of approximate eigenfunctions

The key observation is that the classical solutions (1.2) are bounded for k € R? (plane waves), so that an
approximation of these plane-wave solutions by a sequence playing the role of the approximate eigenfunction
of Definition 0.4 is possible.

Let ¢ be a function from CF(R?), normalised to 1 in L*(R?), i.e. ||¢||p2@ay = 1. For any n € N* and
{an }nen C RY, we set

on(x) := N, @(z — an) with N, :=n"%2,
n

The prefactor N,, is chosen in such a way that also each ¢, is normalised to 1 in L?(R%). Indeed, by an
obvious change of variables, we have

2
T —anp
loala = 50l [ Jo(5552)| do= [ 1o ay = lelEan =1. (13)
Rd n Rd
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With respect to the support of ¢, the support of ¢, is translated by the vector a, and scaled by n:

SUPD @n = Gy + 710 SUPD . (1.4)

By the property of the domain 2 being quasi-conical, for each n € N* there exists j, € N* such that
supp ¢n C Bj, C Q with the choice a,, := x;,. Hence, ¢, € dom(—A$). For any n € N*, we define

V() 1= @ (x)e*? (1.5)
which also belongs to dom(—A$%). By (1.3), [|¢n]| = 1 for every n € N*.

In order to ensure that {¢, }nen+ is the approximate eigenfunction corresponding to the approximate eigen-
value k2, it remains to verify that —A$, — k21, — 0 in L3(Q) as n — oco. Since 1, € C2(12), the action
of —A$ is that of the classical Laplacian. We compute

Vi (z) = [V (2) + ik @ (z)] 7,
Aty () =V - Vipy(2) = [Apn(2) + ik - Vi, (z) — k* ()] e

Consequently,
—ADYn — k*n = [~Apn () — ik Vn(2)] e,
and therefore
| = AZYn — K29l < [Apnll + k| Vel -

The right-hand side vanishes as n — oo, indeed:

2
1 T —an 1 1
9ol = ol [ [290(252 )| o= o [ 19ePay = S I9P,

R
9 9 1 T — ap
||A<IDHH = |Nn| _QASQ
Rd | T n

In summary, we have just proven the following theorem.

2
1 1
de = — A 2dy = —||Agp|?.
T n4/Rd| e(y)* dy n4H oll

Theorem 1.1 (Spectrum of quasi-conical domains). If Q is a quasi-conical open set, then

(=A%) =10,00).

1.2 The whole Euclidean space

According to Theorem 1.1, the case of quasi-conical domains is boring, in the sense that the spectrum of
the Dirichlet Laplacian —A% is independent of the geometry of . Is there anything spectral-geometrically
interesting? The answer is yes if one looks at finer spectral properties. Here we restrict ourselves to the
case of the whole Euclidean space 2 = R? and investigate the role of the dimension.

1.2.1 Subcriticality of high dimensions

The following theorem is one of the most important results established in this course.

Theorem 1.2 (Hardy inequality). Let d > 3. Then

Ve € WH2(RY), /R |Vap(z)|? dz > (d ;2> /R |1/’|§T§| de. (1.6)
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Proof. For any o € R, we have

og/
R4

Vi(z) - a#wm

de/Rd|V1/J(:c)|2d:c+a2/Rd| |w|2 / -V (z) da
/

— [ V@l dotaz [ 2E) ) @) da
R4 Rd |Z] ||

= 502 X 042 [0 |’l/)( x
— [ V@ do+[* +afa- 2)1/ o

Rd

where the second equality employs an integration by parts (or, more precisely, the divergence theorem).

Consequently, 2
/ Vi(@) de = ~[0® + a(d - 2)]/ |w|(x2)| de
Rl Rd ZL'|

for every a € R. Optimising with respect to « (the parabola achieves its (positive) maximum for a =
—(d —2)/2), we arrive at the desired inequality with the right constant.

Where did we use the requirement d > 3 in the proof? The inequality (1.6) is trivial if d = 2, so we should
comment on the case d = 1. The point is that the vector field x — z/|z|? is too singular in dimension
one, in order to justify the usage of the divergence theorem. More specifically, one customarily justifies the
manipulations above by using functions ¢ € CZ(R¢\ {0}). This is enough because such functions form a
dense set in W12(R9), namely (cf [10, Corol. VIIL6.4])

WE(RY) = W2 (RY\ {0}) «—  d>2. (1.7)

However, if d = 1, it is not true that any function 1 € W2(R) can be approximated by a sequence of smooth
functions of compact support which does not intersect the origin (find a counterexample!). Physically, the
dimensional difference expresses the fact that it is only in dimension one where the point is able to bear an
electric charge. O

The Hardy inequality (1.6) is related to spectral properties of the Dirichlet Laplacian in the following way.
The left-hand side of (1.6) is just the quadratic form of the Dirichlet Laplacian in R¢, indeed

(1, AR ) = (¢, —Ap) = (Vb, Vi) = [ Vo2

for every ¢ € dom(—A%d), while the result makes sense for every ¢ € W5H2(R?). The right-hand side
of (1.6) is the quadratic form of the operator of multiplication by the function

_ (d 2)2 1

Hence, we can write
d

in the sense of quadratic forms in L2(R?). By Theorem 1.1, the spectrum of —A$} starts by zero, so it is
impossible that (1.8) holds with p being replaced by a positive constant. Anyway, if d > 3, inequality (1.8)
with a positive function p vanishing at infinity is admissible. In summary, although the spectrum of the
Dirichlet Laplacian —A%d starts by zero, there is a “sort of repulsivity” at the zero energy if d > 3.

Any self-adjoint operator H in L?(Q) satisfying the inequality H > p in the sense of quadratic forms in
L?(Q) with a positive function p is called subcritical. If the spectrum of H starts by zero but it does not
satisfy the inequality with any positive function p, the operator is called critical. Hence, the Dirichlet
Laplacian fA]%d is subcritical if d > 3.

The Hardy inequality finds applications in many areas of mathematics and physics. Here we just mention
its role in the quantum stability of matter.

1.2.2 Stability of matter

There is a strong experimental evidence that our world is composed of atoms and that an atom looks like
a microscopic planetary system (¢f Rutherford’s gold-foil experiment with « particles). There is a heavy,
positively charged nucleus, made of protons and neutrons, which is surrounded by light, negatively charged
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electrons. Although the proton is much (about 1800 times) heavier than the electron, the gravitational
force is negligible on the microscopic level and it is rather the electrostatic, Coulomb force that bound the
electrons to orbit around the nucleus.

Now, the following classical paradox arises: According to the laws of classical electrodynamics, an accelerated
charged particle emits electromagnetic radiation and loses in this way its total energy. Consequently, the
electron particle would move on a spiral trajectory and finally collapse on the nucleus, ¢f Figure 1.1. The
atoms should not be stable. (For instance, the lifetime of a hydrogen atom calculated according to the
classical electrodynamics is less than 1 nanosecond!)

nuclaus /@

electron

Figure 1.1: Rutherford’s planetary model of the atom and its collapse due to classical physics.

Let us look at the simplest chemical element - hydrogen - and argue that it cannot be classically stable. In
classical physics, the hydrogen atom is described by the Hamilton function

pl? €
H(z,p):= 5 -~ 2] (1.9)

in the phase space R x R® > (z,p). Here z and p is the position and momentum, respectively, m is the
reduced mass of the electron-proton couple (i.e. m~! = m_ ' +m; ') and e = 1.6 x 10712 C is the elementary
charge. The first term represents the kinetic energy of the system, while the second term is the Coulomb
electrostatic potential. The instability of the atom can be then mathematically understood through the
unboundedness of the total energy from below, i.e.,

inf H = — 1.10
o T02P) = =20, (110

which is exactly caused by making the distance |z| between the electron and the nucleus infinitesimal.

At the same time, the measured spectra of the radiation absorbed or emitted by an atom consists of discrete
frequencies. This suggests that only a discrete set of electron orbits is allowed. Contrary to the laws of
classical physics, according to which the energy of a planet varies continuously with the dimension of the
orbit, which can be arbitrary.

There are other important experimental facts which cannot be explained on the level of classical physics,
like the corpuscular behaviour of light (photoelectric effect), the particle-wave duality of matter (Bragg’s
experiment), the black-body radiation, etc.

These strong disagreements between experimental data and foundations of classical mechanics lead to a
crisis of physics in the beginning of the last century. Quantum mechanics was invented on the basis of very
practical physical reasons to explain the paradoxes.

In quantum mechanics, the hydrogen atom is described by the Hamilton operator
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acting in the Hilbert space L?(R3). A quantum-mechanical analogue of the lowest energy of the classical
system (1.10) is the variational quantity

E,:= inf (¢,HY).
Ypedom(H)
Il =1

We claim that E; > —oo, which implies the stability of the hydrogen atom in the quantum setting. Indeed,
for every ¢ € dom(H) and any R > 0, one has

,H v 2d Md _ 2 |1/J(:I")|2 d
W, He) = / IVole)l” do - /BR(O) |z e /]R3\BR(O) |z| )
2 \v4 2d o 2R |1/}( )|2d 76_2 2d
/,| ba) - e /BR@ L o ANl
2
/lw - [ 'lﬁxP' ——/ (@) de
> <f—m - 4e2R) JROR / ) e

where the last estimate is the Hardy inequality (1.6) for d = 3. Choosing R in such a way that the round

bracket vanishes, namely R := h?/(8me?), and assuming the normalisation || = 1, we therefore get the
bound .
me
It is remarkable that this estimate is not so far from the actual value
1 me*
B =2
1 2 R2 ’

which can be obtained by solving the spectral problem for the hydrogen atom explicitly in terms of special
functions (see, e.g., [15, Sec. 4.2]).

1.2.3 Ciriticality of low dimensions

It turns out that the Dirichlet Laplacian fA]%d is critical in dimensions d = 1,2. In other words, there is
no Hardy inequality, that is, no inequality of the type (1.8) with a positive function p is admissible.

Theorem 1.3. Let d = 1,2. For any positive function p € L _(R%), one has

loc

0 2 2
. ([ iwe@Pras— [ s iweras) <o. (1)

Before proving the theorem, let us first comment on why the result (1.11) contradicts the validity of the
Hardy inequality (1.8). The latter precisely means that if ¢» € W1H2(R9), then p'/?¢ € L?*(R?) and the
quadratic form

Qo= [ Vo= [ po) o) da (1.12)

is non-negative. Since C3(R%) ¢ WH2(R9), it follows that Q[)] > 0 for every v € C}(R?%). But this is an
obvious contradiction with (1.11). So, indeed, no Hardy inequality (1.8) is available in dimensions d = 1, 2.

Proof. Clearly, to establish (1.11), it is enough to find a (so-called “test” or “trial”) function ¥ € CZ(R%)
such that Q[¢] < 0. Forgetting for a moment that 1 (i.e. the constant function everywhere equal to one) is
not admissible and using the pointwise identity V1 = 0, we formally have

Q] = - /]R'i p(x)dz < 0. (formally!) (1.13)

Hence, the idea is to use a trial function which approximates 1, but it is still an admissible element of
C3(R%). We thus look for a sequence {1,122 ; C C}(R?) such that
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(i) Vz e RY, o, (z) —— 1,

n—oo

(i) [Vl ——> 0.

Such a sequence exists only in dimensions d = 1, 2.

If d = 1, we pick a function ¢ € C§(R) such that
0<ep<1, =1 on [-1,1], =0 outside [-2,2].

For every n € N, we then define

wn(z) = (_) .

n

Notice that ¥, = 1 on [—n,n] and 1, = 0 on [—2n,2n], so it is certainly an admissible approximation of
the constant function 1; in fact ¢, — 1 pointwise as n — co. By an obvious change of variables, we have

2
1 T 1
, 2 o Lot - - / 2
[r@rar= 2o (5] ao=1 [Wore —o.

so the first term on the right-hand side of (1.12) vanishes as n — oco. For the second term, we have

[ @ i@ ar —= [ pta)da

n—oo Rd

by the monotone convergence theorem (the limit can be infinite). In summary,

Qn) —— — p(z)dz,

n—oo Rd

so the formal result (1.13) is obtained in a limit sense. Since the right hand-side is negative (possibly —c0),
there obviously exists n € N* such that Q[,] < 0. This concludes the proof in the one-dimensional case.

If d = 2, we have to use a more refined approximation of 1. We start by picking a function n € C*([0,1])
such that

0<n<1, =0 on [0,§], n=1 on [41].

For every n € N, we then define

1 if |z| <n,
logn? —log|z|\ . )
Yn(z) =S n| —=———"—) if n<|z| <n?
logn? —logn
0 if |z| > n?.

Again ¢, € C}(R?) for every n € N* and 1),, — 0 pointwise as n — oco. Passing to polar coordinates and
making an obvious change of variables, we have
2

/RZ Veb (2)[2 da = 20 /nn

27 L ’ 2
S, — ds —— 0
logn? —1ogn/0 I (s)|" ds n—ooo

so the first term on the right-hand side of (1.12) again vanishes as n — oco. The rest of the proof is the
same as in the one-dimensional case. O

-1 . (logn? —logr\|?
5 n 5 rdr
r (logn? —logn) logn? —logn

Let us summarise the dimensional features of the Euclidean space R%. Due to Theorem 1.1, the spectrum
of the Dirichlet Laplacian in R? is the same, namely it is equal to the interval [0, c0). However, there is a
fundamental difference at the zero energy. There is a “sort of repulsivity” (respectively, “sort of attractivity”)
at the zero energy if d > 3 (respectively, d = 1,2). We have quantified this by the respective existence or
non-existence of Hardy inequalities. More specifically, Theorems 1.2 and 1.3 can be schematically summarise
into the following equivalence:

—A%d satisfies a Hardy inequality = d>3. (1.14)
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This observation has far reaching consequences in many areas of physics and mathematics. For instance,
in stochastic analysis, it is related to the very different behaviour of the Brownian motion in R¢ depending
on whether d = 1,2 or d > 3. Namely, the Brownian motion is recurrent on the real line and in the plane
(meaning that the Brownian particle visits every region infinitely many times), while it is transient in RY
with d > 3 (meaning that it escapes from any bounded region after some time forever). In this course, we
have interpreted (1.14) through the stability of matter: R? is the lowest dimensional Euclidean space for
which the atoms and molecules are quantum-mechanically stable.



Chapter 2

Quasi-bounded domains

Now we shall focus on quasi-bounded domains, i.e. those which are neither quasi-conical nor quasi-cylindrical.
Bounded domains are a special case of quasi-bounded domains, but the latter class is much wider. In addi-
tion to bounded domains, it contains unbounded domains which are “narrow at infinity”, or more precisely

unbounded ( is quasi-bounded = ‘ l‘im dist(x,09Q) = 0. (2.1)
T|—00
z€EQ

Figure 2.1 represents a highly irregular unbounded quasi-bounded domain (with empty exterior).

\

FM

=

P —
——

= I

Figure 2.1: Spiny urchin as an example of a highly irregular unbounded quasi-bounded domain:

Q::R2\U{(rcosz9,rsin19): r>k A O=nn/2" for n:1,2,...,2k+1}
k=1

Recall that the spectrum of the Dirichlet Laplacian —A% is non-negative for any domain 2 C R? (cf Propo-
sition 1.1). For quasi-conical domains, we have seen that the whole interval [0, c0) constitutes the spectrum
(¢f Theorem 1.1). The quasi-bounded domains 2 are the other extreme case: the spectrum of fA% is
typically composed of isolated pointes only (at least under some regularity assumptions).

Because our life time is finite (unfortunately for this lecture, but fortunately for other respects of our life),
in this lecture we shall exclusively consider quasi-bounded domains which are bounded. Then we have a
classical interpretation of the spectrum of the Dirichlet Laplacian in a bounded domain €2: it is composed
of squares of resonant frequences of an elastic membrane of shape ) with fixed edges. Musically talented
students will support our expectation that there is just a countable set of such frequences. Let us confirm
this intuition by a mathematical analysis.

20
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2.1 Discrete and essential spectra

First of all, let us make precise the distinction between spectra composed of non-degenerate intervals and
isolated points.

In Section 0.6, we decomposed the spectrum to the disjoint union of the point and continuous spectra (the
former are the eigenvalues, while the latter is the rest). An alternative decomposition is as follows.

Definition 2.1. Let H be an operator in a Hilbert space H. The essential spectrum of H is defined by:

Oess(H) = {)\ € C: 3 non-compact {TZ}FN Cdom H, |[Htpm — My || — O} .
=1

The discrete spectrum is the rest:
odisc(H) := 0(H) \ 0ess(H) .

Any corresponding sequence {¢, }nen is called the singular sequence of H corresponding to the approximate
eigenvalue A.

By definition,
o(H) = o4disc(H) U 0ess(H)

and the union is again disjoint.

Notice that contrary to Proposition 0.2, where a general characterisation of points in the spectrum is pro-
vided, the definition of the essential spectrum requires that the sequence playing the role of the approximate
eigenfunction is non-compact. By this we mean that the sequence contains no converging subsequence in J.

An operator H is a Hilbert space is said to be continuous if for every ¢ € dom H and {4y, }neny C dom H,

domHBwn%wedomH == H(Q/Jn—w)%o-

If H were finite-dimensional, then every operator is continuous (easily verified by using the representation
through the matrices). More generally, any operator H in an arbitrary Hilbert space is continuous if,
and only if, it is bounded (i.e. there exists a non-negative number M such that ||Hy| < M|¢| for all
¢ € dom H). The continuity of bounded operators is so useful that we need to have a replacement for it
in the general situation. This is provided by the notion of closedness: H is said to be closed if, for every
¥, ¢ € H and {¢n }nen C dom H,

H
Hyp s pex Hy=¢
n—o0

Here the logical connective between the vertical statements is and (logical conjuction). Self-adjoint operators
are closed. (So, in particular, the Dirichlet Laplacian —A% is closed for any domain €2, ¢f Example 0.7.)
For closed operators, we have the following inclusion for the discrete spectrum.

Proposition 2.1. If H is a closed operator, then

odise(H) C {)\ €op(H): mg(N) < oo}.

Proof. Tf X belongs to the discrete spectrum of H, then there exists a compact sequence {9, }neny C dom H
satisfying ||| = 1 for every n € N and Hv,, — M), — 0 in H as n — oco. The compactness implies
that there exists a subsequence {ty,}jen and an element 1 € J such that t,;, — v in H as j — oc.
Consequently, Hi,; — A in H as j — oo and [[¢|| = 1. The closedness implies that ¢» € dom H and
Hvy = M. Hence, X is an eigenvalue of H with eigenfunction . If the multiplicity of A were infinite, then
there would be a non-compact sequence {¢dx }ren C ker(H — A1), a contradiction. O
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For self-adjoint operators, we have the complete characterisation
odisc(H) = {A € op(H) : Nisisolated A my(A) < oo},

but we shall not prove this equality, avoiding the usage of the spectral theorem at this point. Then the
essential spectrum contains either accumulation points of o (H) or isolated eigenvalues of infinite multiplicity.
Notice that the discrete spectrum is precisely the property of the spectrum in finite-dimensional vector
spaces. All the ugly “rarities” due to the infinite dimension are then included in the essential spectrum.

In quantum mechanics, the discrete spectrum typically corresponds to bound states, i.e. stationary solutions
of the Schrédinger equation. On the other hand, the essential spectrum typically corresponds to propagating
or scattering states, with the lowest value having the meaning of the ionisation energy. This terminology
comes from atomic physics, where the energy of the highest possible orbital corresponds to the maximal
allowed energy under which the electron is still bound to the nucleus; exceeding this energy, the electron is
emitted as a free electron (see Figure 2.2). Of course, the “typicality” is very rough, because the essential
spectrum may in principle contain also bound-state energies (non-isolated eigenvalues or eigevalues of infinite
multiplicity) and other unwanted components of the continuous spectrum (namely, the so-called singular
continuous spectrum). One of the main goals of scattering theory is precisely to establish the typicality,
i.e. the absence of eigenvalues embedded in the essential spectrum and the absence of singular continuous

spectrum.
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Figure 2.2: Schematic picture of discrete energy levels and the ionisation energy (corresponding the level 0
in the picture) for the hydrogen atom.

If the essential (respectively, discrete) spectrum is empty, we say that the spectrum is purely discrete
(respectively, purely essential). Due to Theorem 1.1, the spectrum of the Dirichlet Laplacian in quasi-
conical domains is purely essential. Our goal is to show that the situation in bounded domains is quite
opposite, namely the spectrum is purely discrete, so that the spectrum of the Dirichlet Laplacian in bounded
domains looks precisely as the spectrum of operators in finite-dimensional vector spaces.

Let us conclude this technical section by the following equivalent characterisation of the essential spectrum.
Recall that a sequence {1y, }nen C H is said to be weakly converging to ¢ € H if

Vqﬁef}{, (¢5¢n)m(¢a¢)

We then write 1, — 1) as n — oo.

Proposition 2.2. For any operator H in a Hilbert space H, one has:

Goes(H) = {/\ €C: I {Pnlnen CdomH, tp —"0 A ||Hon — Mbn| —— o} . (2.2)

Proof. Tf \ € 0ess(H ), then there exists a singular sequence {¢,, }neny C dom H satisfying |4, || = 1 for every
n € N and Hi,, — Mp, — 0 as n — oco. The normalisation condition implies that {1y, }nen is a bounded
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sequence in H. It follows that {¢}nen is weakly compact (see Exercise 4) meaning that there exists a
subsequence {t,; }jen converging weakly to a limit ¢ € J. Since {t/n}nen is non-compact, there exists a
positive § such that ||, — ¥y, || > 6 for every j,k € N. Then the sequence {¢;}en C dom H defined by

- 7/}”j+1 — 1/)"j
¢J . ||1/}nj+1 - ’l/)nJH

satisfies all the required conditions: ||¢;| = 1 for every j € N, ¢; = 0 and Hp; — Ap; — 0 in IH as j — oo.

Conversely, if a sequence {t, }nen C dom H satisfies the requirements on the right-hand side of (2.2), it
cannot contain a convergent subsequence without contradicting the two requirements ||¢,,|| = 1 and v, — 0
as n — oco. Hence, {1y, }nen is a singular sequence of H corresponding to A. Therefore A € gess(H ). O

2.2 Rectangular parallelepipeds

Let us now determine the spectrum of simplest bounded domains: straight segments and their Cartesian
products. The case of the whole space R? (which can be considered as a Cartesian product of real lines)
was considered in the previous chapter. Here we consider the other extreme situation: a Cartesian product

of bounded intervals. Given positive numbers a1, ..., a4, let

Rar,.ciaq = (a1,a1) X -+ X (aa, aq) (2.3)
denote a rectangular parallelepiped of half-sides aq,...,aq.
d=1

Let us start with the one-dimensional situation of an interval R, = (—a, a) with a > 0. The point spectrum
of the Dirichlet Laplacian nga’a) is determined by non-trivial solutions of the boundary-value problem

(2.4)

—" =Xy in (—a,a),
Yv=0 at +a.

We require that the solution 1 belongs to W22((—a,a)) D dom(—ASa’a)). By the Sobolev embedding
(c¢f [1, Thm. 4.12.(6)]) W22((—a,a)) < C'(|—a,a]), the boundary values are well defined in a classical
sense. Moreover, by elliptic regularity theory (see, e.g., [11, Thm. 6.3.6]), any solution of (2.4) belongs to
C*([—a,al), so we are actually dealing with a classical boundary-value problem.

Since —Aga’a) is a non-negative operator (¢f Proposition 1.1), we know that A > 0. Solving the differential
equations of (2.4) in terms of sines and cosines if A > 0 (or linear functions if A = 0) and subjecting the
general solution to the boundary conditions at +a, we arrive at the equation

sin (2\/X a) =0 (2.5)

that the eigenvalues A > 0 must satisfy, while A = 0 leads just to a trivial solution of (2.4). Consequently,
—aa kr\ 2 =

o — AG") = {(2—) } (26)

The eigenfunctions corresponding to eigenvalues of nga’a), ordered as in (2.6), are given by

Pa) = ‘ (2.7)

The constants before the sine and cosine functions are chosen in such a way that the eigenfunctions are
normalised to 1 in L?((—a,a)).
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It is a standard result of Fourier analysis (see Exercise 5) that {1/ }ren- is a complete orthonormal set in
L?((—a,a)). The orthonormality has the same meaning as in finite-dimensional spaces, while the complete-
ness means that if (¢, 4) = 0 for every k € N* with an arbitrary ¢ € L?((—a,a)), then necessarily 1 = 0.
Consequently, one has the orthogonal-basis decomposition

Vo € L*((—a,a)), =Y cayf  with =0, ¢).
k=1
Here the equality should be interpreted in the usual L?-sense, i.e.,
=0.

lim
N—o0

N
b= erpf (z)
k=1

Interpreting the eigenvalues as squares of resonant frequencies of a vibrating string with fixed ends, we get
the intuitive result that enlarging the string leads to lower tones. At the same time, the result tells us that
enlarging a box to which a quantum particle is constrained diminishes its bound-state energies.

d>1

The multidimensional situation of a rectangular parallelepiped can be then solved by a separation of vari-

ables. More specifically, the point spectrum of the Dirichlet Laplacian in R, ... o, satisfies

Raq,...,aq kim 2 kqm 2) %
op( = ARereay [ (FTNT ) (kan . (2.8)
2a1 2a4 . -
1--,Rd=

The corresponding eigenfunctions are given by

Vi oo a (@) = U (21) - O, (2a)

and they again form a complete orthonormal set in L?(R,, .. a,). That is,

o0

Vi € LQ(RG1,---7ad) ) = Z Cky,....kq 7/’1?1,...,1% with Cki,....ka *= ("/’IQ,...,kdv"/))' (2'9)
k1,....kq=1
Ray,....aq

Note that all the eigenvalues of —A7, are isolated and of finite multiplicity. The lowest eigenvalue
is simple and the corresponding eigenfunction is nowhere zero (in fact, it is positive). As usual in spectral
theory, we arrange the eigenvalues into a non-decreasing sequence
Raq,..., a D D D D
op(— AR = (WL = {0 <A <A <L

where each eigenvalue is repeated according to its multiplicity. The corresponding set of eigenfunctions will
be denoted by {2} ren-.

The availability of the eigenfunctions forming the orthonormal basis enables one to deduce that the spectrum
is purely discrete.

Proposition 2.3. e ( — Ap™7) = 2.

Proof. Let us abbreviate R := R,, .. 4, By contradiction, let us assume that there exists A € oess(fA%).
Then, by Proposition 2.2, there exists a singular sequence {t,, }nen C dom(—A%) satisfying ||, || = 1 for
every n € N, ¢, — 0 and —AF, — Mp, — 0in L2(R) as n — oo.  We complete the proof by considering
two alternatives separately.

A ¢ 0, (—AF) | In this case, using (2.9), we have

2

H - A%wn - A?/)nHQ =

W =AU =AY (WF ) W
k=1

k=1
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Integrating by parts, (¥, —Avy,) = (=AY b)) = AP (Y2, 4y,), and therefore
2
H - A%wn - )‘1/’71||2 =

SO = X)W tn) vp
k=1

ZIAD A1 )2

> dist (A, op(—AR) S (WP, )|

— dist (A, op (=A%) [on]? = dist (A, 0p(—AF))7.

Here the second and third equalities are just the Parseval equality. Since the left-hand side converges to
zero as n — 0o, while the right-hand side is positive and independent of n, we get a contradiction.

A € 0p(—A%) | In this case, there exists a natural number kg € N* such that A = ), if, and only if,

ke {ko,ko+1,...,ko+mg(X) —1} =: J, where J is a finite set. By the same procedure as above, we have
I = AB ¢ = Mall® = DI = AP I8 )l
kgJ

> dist ()\, op(—A {)\} Z (W0 n)[?

kgJ

It follows that

DIk )l

kgJ

At the same time, since {t, }nen is weakly converging to zero, one has
Vk € N*, (VP b)) —— 0.
n—o0

Altogether, we therefore get
k=1

a contradiction. O

In summarry, for any rectangular parallelepiped R, ... 4,, Wwe have established the desired result

O'( o Aﬁal ..... ad) _ Udisc( o ADal ..... ad) )

In particular, this property holds for (hyper)cubes

As a preparation for the following section, let us prove the following result. Recall that an operator H in
a Hilbert space H is called compact if every bounded sequence {¥,}nen C dom H contains a subsequence
{tn, }jen for which {T'%y;} en is convergent. This property is equivalent to the fact that there exists a
sequence of operators { Hy } nen of finite rank (i.e., dimran Hy < oco) which converge in norm to H (see
Exercise 6e)

Proposition 2.4. The resolvent ( — Aj;al """ ‘4 I)_l is a compact operator.

Proof. The argument mimicks the proof of [9, Lem. 4.4.1]. For every N € N* define the finite-rank

operators Hy by
N

Hy =Y (M + 170w,

k=1
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From the formula

,,,,, D) - He= Y e+ D)TWP WP,

k=N+1

and the Bessel inequality, we deduce that, for every 1 € L*(Ra, .. au),
fRal ,,,,, aq -1 1 2

I(=ap™ e+ 1) = Ho| < O + D7)

Ray
D

Ray,....a .
By standard argumenrts (see Exercise 6f), it follows that also the square root ( — A T ) is a

compact operator.

Remark 2.1 (Neumann boundary conditions). The spectral problem for the Laplacian in the rectangular
parallelepiped R, ... 4., subject to Neumann boundary conditions, can be solved in the same way. In the

one-dimensional case, one finds
—a.a kr\?
op(— AG ) = {(%) } : (2.10)

k=0
so the only difference with respect to the Dirichlet boundary conditions is that the zero energy is allowed. In-
deed, now non-zero constant functions are admissible as eigenfunctions. More specifically, the corresponding
eigenfunctions read

if k=0,

1 k
N(z) = \/j cos <—7Tx) if k>1iseven, (2.11)
a 2a

\/I sin (k—ﬂ-z> if k>1isodd.
a 2a

Again, {1} }ren is a complete orthonormal set in L?((—a, a)).

As in the Dirichlet case, the result (2.10) confirms the intuition that enlarging the length of a vibrating
string with free ends leads to lower tones. It also explains why the piccolo produces higher tones than the
flute: both can be modelled by a tube with open ends but the piccolo is half of the length of the flute’s.

The multidimensional situation of the Neumann Laplacian in a rectangular parallelepiped can be again
solved by a separation of variables:

R klﬂ 2 kdﬂ ™
7A L5 EEXET] ad — — e _— .
Up( N ) {<2a1) + +<2ad) }k 0
1 d=

.....

The corresponding eigenfunctions are given by

Uiy, ka (@) = VR (@1) - O, (2a)

and form a complete orthonormal set in LQ(RQI,___ﬂd).

Remark 2.2 (Combined boundary conditions). Finally, let us consider the one-dimensional operator

fAS]f;’a) that acts as the Laplacian in the interval (—a,a), subject to a Dirichlet (respectively, Neumann)
boundary condition at —a (respectively, a). Proceeding as above, we obtain that the spectrum is purely

discrete and equal to the set
op(— ALY = @k —Dr)? N (2.12)
p DN 4a . . .
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The corresponding eigenfunctions are given by

P (z) = \/g sin ((%4%” x) (2.13)

and they form a complete orthonormal set in L?((—a, a)).

The operator —Agﬁ’a) is a classical model for resonant vibrations of a string with one end fixed and the
other free. It also models standing waves in a clarinet, i.e. a tube with one open end and one closed

end (at the reed). On the other hand, ng\?a’a) models the situation of a flute, i.e. a tube with both
ends open. Considering the hypothetical situation of a clarinet and a flute of the same length, we see by
comparing (2.12) with (2.10) that the clarinet tones are lower than the tones of the flute (if the zero mode
is not counted).

2.3 Bounded domains

The main message of this lecture is that the spectrum of the Dirichlet Laplacian is purely discrete for
any bounded domain. We shall establish this result by using the property for cubes (already proved) and
the trivial extension of Dirichlet eigenfunctions in © to the whole Euclidean space R?. More specifically,
assuming, by contradiction, that \ € O’ess(*A%), where 2 is a bounded domain contained in a large cube @,
we construct from a singular sequence {t, }nen of —A% corresponding to A a singular sequence {zﬁn}neN of
—A%“ simply by extending the elements of the former by zero:

_ {wn(z) if xeQ,

Un(2) = i s (2.14)

thus achieving a contradiction. Although ¢, € W, *(Q,) (the form domain of fA%“), it does not belong to

the operator domain of ng“. Hence, a necessary technical adaptation of the strategy must be developed,
but the main idea of the proof of the following theorem is just that as described above.

Theorem 2.1. Let Q C R? be any bounded domain. Then O'ess(*A%) =0.

Proof. By contradiction, let us assume that there exists A € oess(fA%). Then there exists a singular
sequence {t, Jneny C dom(—AP) C W,*(Q) satisfying [¢nllz2@) = 1 for every n € N, ¢, —» 0 and
—A% 9, — Mp, — 0 in L3(Q) as n — oo. The normalisation and the last limit imply that also

(1/1n, 7A([2)1/}n - A"/’n)LZ(Q) = ("/)nv *A"/)n)LQ(Q) - A ||1/}n|‘%2(9) = ||v"/)n||2L2(Q) - A

tends to zero as n — oo (indeed |(vn, —AB, — M) 2@ < a2l — A, — My L2(0) by the
Schwarz inequality). Consequently,
IVepn | —— A. (2.15)

Since 2 is bounded, there exists a cube Q, such that Q@ C Q,. We define the sequence {¥, }nen € Wy'*(Qa)
by employing the trivial extension (2.14). Finally, let us introduce the sequence {¢, }nen C L*(Qq) defined
by

bn = (AL + )7V, .

This sequence satisfies the following two properties:

(1) lim | [¢nllr2(q.) = 0| Since {¢ }nen is weakly converging to zero in L?(92), we have
n—oo

VSD € L2(Qa) ; (905 wn)L2(Qa) = (905 ¢n)L2(Q) — 0.
n—oo
Hence, {1/~Jn}neN is weakly converging to zero in L?(Q,). Since (ng“ + I)~'/2 is a compact operator
(¢f Proposition 2.4) and compact operators maps weakly converging sequences to strongly converging se-
quences (see Exercise 6a) it follows that the sequence {¢, }nen is (strongly) converging to zero in L?(Q,).
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(2) liminf ||¢n||2(g,) > 0| On the other hand, we have
n—oo

16nllz2@a) = 1= + D74l 20,
}((p, (—Aga + 1)71/21/’;”)112(@@)}

= sup

PEL2(Qu) lellz2(@a)
@#0
Qa —-1/2, . .7,
. ‘((7AD +I) / @awn)Lz(Qa)‘
= sup
PEL2(Qu) lellz2(@a)
@#0
|

weWL?(Qa) [ullw2(Qu)
w0

1nllZeign  1¥nlZag) 1

B H/an”Wl,Z(Qa) [ nllwre) nllwre@)

Here the fourth equality employs the facts that (—A%“ + )72 L2(Q,) — W01’2(Qa) is an isomorphism
and ||(—A%“ + 1) 2ul|12(q.) = llullwr2(.). However, using (2.15), we have the limit

[nlfrzy = 1VOnlZ20) + 19nll720) = IVEnll7e) + 1 — A+l

Consequently,

1
n || L2 > )
llénllz (Qa) = VAF1

which proves the desired property.

Comparing the properties (1) and (2), we arrive at an obvious contradiction. o

Remark 2.3 (Neumann boundary conditions). As in the Dirichlet case, it is also true that the spectrum
of the Neumann Laplacian in any rectangular parallelepiped R,, ... o, is purely discrete. However, this is no
longer true for the Neumann Laplacian in an arbitrary domain €, see Figure 2.3. This defect is intimately
related to the absence of the extension property for functions from the Sobolev space W12(Q), which is
the form domain of the Neumann Laplacian. A certain regularity of the boundary 02 is needed in order to
ensure that the essential spectrum of the Neumann Laplacian in a bounded domain €2 is empty.

2.4 The spectral theorem

Our given proof of the discreteness of the spectrum of the Dirichlet Laplacian in bounded domains has one
flaw, namely it does not show that there is an eigenvalue. The non-emptiness of the (discrete) spectrum
holds, and there are actually infinitely many eigenvalues, but to prove this, we need an extra tool. This tool
is the spectral theorem, which is one of the most fundamental theorems of functional analysis.

From a basic course in linear algebra, you certainly know its finite-dimensional version.

Theorem 2.2 (Spectral theorem, finite dimensions). Let H be a self-adjoint operator in a Hilbert space H
with 0 < dimH < co. Then the eigenvectors of H form an orthonormal basis in I .

In other words, any self-adjoint operator can be diagonalised, in the sense that its matrix with respect to
the basis formed by the eigenvectors is diagonal. At the same time, H possesses exactly dim H eigenvalues,
provided that these are counted together with their multiplicities. You also know that this theorem fails for
operators which are not self-adjoint (or at least normal) in general (for then you have the Jordan blocks).

The good news is that the spectral theorem (after suitable modifications) remains true in infinite-dimensional
spaces. We present a version (without proof) suitable for operators with purely discrete spectrum.
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A X2

h1 62 h3 64

hl }LQ hd h4

Figure 2.3: Rooms and passages as an example of a bounded domain for which the Neumann Laplacian
has an essential spectrum. Choosing h; := 773/ and §; := 775, it turns out that zero belongs to the
essential spectrum (see [10, Sec. V.4.9]).

Theorem 2.3 (Spectral theorem, purely discrete spectrum). Let H is a self-adjoint operator in a Hilbert
space H with dim H = co. Then

the eigenvectors of H form an orthonormal basis in H <= 0ess(H) = .

The proof of the direction = is analogous to our proof of Proposition 2.3 for rectangular parallelepipeds.
The direction < is more involved and it requires the self-adjointness (a non-self-adjoint operator in an
infinite-dimensional Hilbert space can have empty spectrum). Note that the orthogonality of eigenvectors
corresponding to distinct eigenvalues is proved in the same way as in finite-dimensional spaces; it is the
completeness of the set of eigenvectors which is non-trivial.

Combining the direction < of Theorem 2.3 with the absence of the essential spectrum in bounded domains
(Theorem 2.1), it follows that the Dirichlet Laplacian in any bounded domain indeed possesses an infinite
number of discrete eigenvalues.

2.5 The minimax principle

Let us now prove a highly important consequence of Theorem 2.3. We say that an operator H is bounded
from below if there exists a constant ¢ € R such that (v, Hy) > ¢||¢||? for every 1) € dom H.

Theorem 2.4 (Minimax principle). Let H be a self-adjoint operator in H of dimension N := dimH €
N* U oo, which is bounded from below and whose spectrum is purely discrete. Let us arrange its eigenvalues
into a non-decreasing sequence o(H) = {Ae}h_, = {M < Ao < ...}, where each eigenvalue is repeated
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according to its multiplicity. Then, for every k € {1,...,N},

H
A =  inf sup ¥, 15) (2.16)
Srcdomt ez, 1Y

Proof. Let us denote the right-hand side of (2.16) by Ax. Our aim is to show that M = A for every
ke{l,...,N}. We follow the proof of [9, Thm. 4.5.1]

Let {4 }2_, denote the eigenvectors of H corresponding to {\;}_;. By Theorem 2.3, they can

be normalised in such a way that {Q/Jk}évzl is a complete orthonormal set in H. For every ¢ € My :=
span{in, ..., ¥}, one has

k
(0, Hy) = A |(85, 9 |2<Ak2|wj, > = Aellwl*
P P

Consequently, choosing Ly := My, in (2.16), one gets e < g for every k € {1,...,N}.

If k£ =1, the formula (2.16) reduces to

5\1 = inf 7(1/)71_[15)) .
Yedom H ||’L/JH
P#0

Using that {’L/Jk};cvzl is a complete orthonormal set, one has, for every 1 € dom H,

N
(v, Hy) = ZA (W5, )7 = M >[5, )12 = Al
j=1

Consequently, 5\1 > ).
If k € {2,..., N}, we introduce the operator

k—1
Pi=> 4;(¢;,),  domP:=%.
j=1

It is an orthogonal projection on H (i.e., P2 = P and P* = P) with range Mj_. Clearly, dimran P = k—1.
Let £ be any k-dimensional subspace of dom H. Since dimran Pg, < dim £y, there must exist a non-zero
vector ¢ € Ly, such that Py = 0. We then have (1;,¢) = 0 for all j < k — 1. It follows that

(¢, Ho) = ZAI%, |2>Ak2|wj, > = Nell¢ll® .

We conclude that
(6, HY) _ (6, Ho)

sup > > Ak, -
vet, P12 ¢l
$#0
Consequently, A\, > Ay, for every k € {1,...,N}. O

Remark 2.4. Let H be as in Theorem 2.4 and let h be the associated sesquilinear form. Since dom H is a
core of h (i.e., dom H is dense in dom h with respect to the topology induced by the form h, namely by the
norm ||| := +/h[¥] + [|¥]?), it can be shown (see [9, Thm. 4.5.3]) that the formula (2.16) can be replaced
by

h
Ar = inf sup [w]
LxCdomh yer, ol
=k Tyzo

(2.17)
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Theorem 2.4 enables one to compute the spectrum of self-adjoint semi-bounded operators variationally (it
is thus interesting even in finite-dimensional vector spaces). What is more, the variational characterisation
remains valid for discrete eigenvalues below the essential spectrum (i.e., even if the latter is not empty), see
Remark 2.5 below. It then represents an extremely useful tool in practical problems in quantum mechanics
(e.g., for computation of eigenvalues of many-body Hamiltonians in quantum chemistry). In these lectures,
however, we shall merely use it to establish upper bounds to the eigenvalues of the Dirichlet Laplacian.

Remark 2.5. Since the spectral theorem is not restricted to self-adjoint operators with purely discrete
spectrum, there exists a version of Theorem 2.4 even for operators whose essential spectrum is not empty
(see [9, Thm. 4.5.2]). In general, the numbers as defined by (2.16) coincide with discrete eigenvalues of H
below the essential spectrum. Hence, we have a complete variational characterisation for such eigenvalues.
Then the bottom of the essential spectrum is characterised by the limit

inf oess(H) = lim Mg (2.18)

k— o0

(with the convention that oess(H) = @ if the limit is +00). In particular, if H is a self-adjoint operator
with purely discrete spectrum, its eigenvalues can accumulate at +oo only.

2.6 Monotonicity of eigenvalues

As above, for any bounded domain 2 C R%, we arrange the eigenvalues of the Dirichlet Laplacian in L2(£2)
into a non-decreasing sequence

o(-A%) = (M) <A (@) < AP (@) < ...},

where each eigenvalue is repeated according to its multiplicity. (We emphasise the dependent on the do-
main by the argument and the Dirichlet boundary conditions by the superscript).

The reason why Dirichlet boundary conditions are the easiest to treat in many respects is the existence of
the trivial extension of functions from the form domain WO1 2(Q) to the whole space R?, while preserving
the Sobolev-space-type properties, ¢f (2.14). More generally, we have the natural continuous embedding

Oy C Qy — WOLQ(Ql) — W01’2(QQ), (2.19)

just by extending the functions in VVO1 ’Q(Ql) by zero outside Q;. Using (2.17), we therefore get, for every
k € N*,

VY1720, VY720,

AP () = inf sup ————= < inf sup = \P ().
LrCWy 2 (Q2) peLy, W’”%mb) LrCWy 2 (1) pely W’”%mzl)
dimﬂk:k Pp#0 dimﬂk:k P#0

Let us formulate this crucial monotonicity property into the following proposition.

Proposition 2.5 (Monotonicity of Dirichlet eigenvalues). Let 1,9 C RY be bounded domains. Then

0 CQ = VE e N*, A2 (Q) > AP (Q).

Note that the larger membrane produces a lower fundamental tone (or a quantum particle in a larger cavity
has a lower ground-state energy), which is in agreement with a physical intuition.

Remark 2.6 (General domains). We have formulated Proposition 2.5 for bounded domains only, but the
monotonicity actually holds for any domains, provided that the numbers \;’s are interpreted through the
formula (2.17). In particular, the monotonicity holds for (discrete) eigenvalues below the essential spectrum.

Proposition 2.5 enables one to obtain bounds for unknown Dirichlet eigenvalues in a complicated domain
in terms of known geometric quantities. Indeed, for every k € N*,

jzal,...,ad cQcC :Ra’l,...,a& — )\kD(Ral,...,ad) Z )\kD(Q) Z )\kD(:Ra’l,. 4 )7

—nal
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where the eigenvalues in the rectangular parallelepipeds are known explicitly, see Section 2.2.

Remark 2.7 (Neumann boundary conditions). The monotonicity result does not hold for Neumann
eigenvalues A\Y () := A\, (—A%) (or more generally Robin eigenvalues), see Figure 2.4.

Q

Figure 2.4: A counterexample to the monotonicity of Neumann eigenvalues. If the lengths of the sides of
the circumscribed (respectively inscribed) rectangle are as > bo (respectively a; > by), then
a1 = /a3 + b3 — braz/ba with by < bay/a3 + b3 /(a2 + b2), so that the second Neumann eigenvalues satisfy
MY (Q2) = (7/az)? > (7/a1)? = AY (€1) for all sufficiently small b;. (On the other hand, if the inscribed
rectangle Q; is parallel with respect to Qa, we have a reverse inequality A\Y (22) < A (Q1) for all a3 < as
and b1 S bg)

2.7 Spectral isoperimetric inequalities

Let us begin by recalling some classical geometric facts. For simplicity, you can assume that ) is a smooth
bounded domain, in order to have classical definitions of its volume and boundary area.

2.7.1 Geometric isoperimetric inequalities

The (geometric) isoperimetric inequality in two dimensions states that among all planar sets of a given
perimeter, the disk has the largest area. That is,

max |Q] =|B], (2.20)
|0 =const
where the maximum is taken over all bounded domains Q C R? of the fixed perimeter |0Q| = const,

B denotes the disk of the same perimeter as  (i.e. |0B| = |0§2| = const) and || denotes the area of Q. It
is indeed an inequality because (2.20) is equivalent to the statement

v, |09 = const, || <|B|. (|0B] = |02 = const) (2.21)

Moreover, the inequality becomes equality if, and only if, 2 = B.

By scaling, (2.20) is equivalent to the isochoric inequality stating that among all planar sets of a given area,
the disk has the smallest perimeter. That is,

min |09 = |0B|, (2.22)

|Q2|=const
where the minimum is taken over all bounded domains  C R? of a fixed area |Q| = const and now B
denotes the disk of the same area as Q (i.e. |B| = || = const). Again, one is concerned with an inequality

because (2.22) is equivalent to the statement

VQ, || = const, |0$2| > |0B] . (|B] = || = const) (2.23)
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Moreover, the inequality becomes equality if, and only if, 2 = B.

Since the perimeter and area of a disk is known explicitly, the two inequalities (2.21) and (2.23) can be
stated as a unique inequality (without any further constraints on the domain )

vQ, |09 — 47|Q| >0, (2.24)

and the inequality becomes equality if, and only if, 2 = B. Indeed, if R denotes the radius of B, then the
isoperimetric constraint requires 2R = |09, while (2.21) states that || < mR?; eliminating R, we arrive
at (2.24).

These two classical geometric optimisation problems were known to ancient Greeks (they are usually at-
tributed to the legendary queen of Carthago Dido), but a first rigorous proof appeared only in the 19th
century (see [4] for an overview). The analogous statements hold in higher dimensions as well.

2.7.2 The Faber-Krahn inequality

Going from geometric to spectral quantities, one may ask the question whether the ball is the extremal
set also when optimising eigenvalues instead of the geometric data. The most celebrated result is certainly
the Faber-Krahn inequality stating that it is indeed the case for the lowest Dirichlet eigenvalue under the
isochoric constraint.

Theorem 2.5 (Spectral isochoric inequality, Dirichlet case). One has

min AP (Q) = \P(B), (2.25)

|Q2|=const

where the minimum is taken over all bounded domains Q C R? of a fired volume || = const and B denotes
the ball of the same volume as Q (i.e. |B| = |Q| = const).

This spectral isochoric inequality implies a physically expected fact that among all planar membranes of
a given area and with fixed edges, the circular membrane produces the lowest fundamental tone. It was
conjectured by Lord Rayleigh in 1877 in his famous book The theory of sound [22], but proved only by
Faber [12] and Krahn [17] almost half a century later.

Before commenting on the proof of Theorem 2.5, let us mention that (2.25) implies the spectral isoperimetric
inequality as a corollary.

Corollary 2.1 (Spectral isoperimetric inequality, Dirichlet case). One has

min  AP(Q) = \P(B), (2.26)
|0Q2|=const
where the minimum is taken over all bounded domains Q C R of a fized perimeter |0Q| = const and B

denotes the ball of the same perimeter as Q (i.e. |0B| = |0€| = const).

Proof. By Theorem 2.5, one has
M) > \P(B) with  |B'|=19], (2.27)
where B’ is the ball of the same volume as 2. By the geometric isochoric inequality (2.23), one has
|0Q| > |0B'].
Hence, there exists a larger ball B D B’ such that
|0B| = 09| .
By the monotonicity of Dirichlet eigenvalues, one has
P(B') > AP(B). (2.28)

Combining (2.27) and (2.28), we arrive at the desired claim. O
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The proof of Theorem 2.5 is based on the following deep result of analysis.

Lemma 2.1 (Rearrangement inequality). Given any bounded measurable set S C RY, let S* denote its
symmetric rearrangement defined by

§* = Ba(0),  where  |B(0)| =|S].

Given any non-negative function f € WOI’Q(Q) with Q C R? open and bounded, let f* denote its symmetric-
decreasing rearrangement defined by

f(z) ::/0 X{f>ty+(z)dt.

Then f* € Wy (%) and
@ N Nz2@ey = 1 fll2y;
(i) IV N2y < NIVl -

Note that S* is just the ball centred at the origin of the same volume as S. Instead of going through
the formal definition of f*, we notice that f* is constructed from f by rearranging the level sets of f in
balls of the same volume. Clearly, f* is non-negative, radially symmetric (i.e., f*(x) = f*(y) if |z| = |y|)
and non-increasing as a function of the distance from the origin (i.e., f*(x) > f*(y) if |z| < |y|). Since
the functions f and f* are obviously equimeasurable (i.e. their level sets have the same measure), we
immediately get property (i). Property (ii) is a much more involved result (see, e.g., [21, Lem. 7.17] for a
proof); intuitively, we can understand it as the decrease of the derivative after the symmetric rearrangement.

Now we are in a position to prove Theorem 2.5.

Proof. To apply Lemma 2.1, we need to ensure that AP (Q) admits a non-negative eigenfunction. This
follows from the minimax principle. First of all, notice that the Dirichlet Laplacian —A% is a real operator

(i.e., if ¥ lies in dom(—A$%), then its complex conjugate 1 also lies in dom(—A%) and —A%Y = —AP).
Consequently, its eigenfunctions can be chosen to be real-valued. The variational characterisation (2.17)

reduces to
2
/|vw|2 /w /!Vlel\
M) = nf =2 = 40 — J0 ,
vewsr@ [ e / i ? / i ?
Q Q Q

where 11 denotes a real-valued eigenfunction of the Dirichlet Laplacian in L?(£2) corresponding to AP (Q).
It follows that |¢1] is an eigenfunction also, so the eigenfunction corresponding to the lowest eigenvalue can
be chosen to be non-negative.

Let ¢] denote the symmetric-decreasing rearrangement of the non-negative eigenfunction ;. Using it as a
test function in the variational characterisation of AP (B) with B := Q*, we get

IVl _ IV¥ilEey _ V9110

ANP(B)= in < . < =\P).
' YEW, (%) M’H%qm) 41 H%Z(Q*) ||1/’1H%2(Q) !
$0
Here the last inequality employs Lemma 2.1. O

2.7.3 The Bossel inequality

Next one may ask about analogous optimisation problems for different boundary conditions.

The Neumann case is trivial, because AYY () = 0 for any bounded domain €2 (the corresponding eigenfunction
is any non-zero constant). The problem is interesting for the first non-trivial eigenvalue A\ (£2) (so as it is
for higher Dirichlet eigenvalues), but we shall not consider these optimisation problems here.
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Instead, we shall look at the case of the lowest eigenvalue of the Robin problem (7). More specifically, we
consider the following boundary-value problem

—AYp=Xp in Q,

b (2.29)

9% +ap=0 on 09,

on
where n denotes the outward unit normal vector field of 92 and o € R is a constant. We assume that 2 is a
bounded domain with Lipschitz boundary, so that the normal exists almost everywhere. Using sesquilinear
forms as in Section 0.5, the problem (2.29) can be again properly interpreted as a spectral problem for a
self-adjoint operator —A$} (called Robin Laplacian) in L2(Q). The spectrum of —A¥ is purely discrete and
we arrange the eigenvalues into a non-decreasing sequence

o(=AD) = PO <A (Q) <.},

where each eigenvalue is repeated according to its multiplicity. However, we really do not need these facts.
We are exclusively interested in the lowest eigenvalue, which can be characterised variationally as follows
(multiply the differential equations of (2.29) by ¢ and integrate by parts using the boundary condition

of (2.29)):
[vercaf
AY(Q) = inf 2 o
YEW2(Q) 2
P#0 (|1/)|
)

From this formula, the influence of the boundary constant o becomes clear. If a > 0 (respectively, a < 0),
we call the Robin boundary conditions repulsive (respectively, attractive). (The case o = 0 corresponds to
Neumann boundary conditions.)

(2.30)

The following theorem extends the Faber-Krahn inequality (Theorem 2.5) to repulsive boundary conditions.
The proof (much harder than in the Dirichlet case) is due to Bossel [5] in dimension two and due to
Danners [8] in all dimensions.

Theorem 2.6 (Spectral isochoric inequality, repulsive Robin case). For every o > 0, one has

min  A{(Q) =AY (B),

|Q2|=const

where the minimum is taken over all bounded domains Q C R? of a fived volume |Q| = const and B denotes
the ball of the same volume as Q (i.e. |B| = |Q| = const).

Again, by the isoperimetric inequality and scaling, one can also deduce the following analogue of Corol-
lary 2.1.

Corollary 2.2 (Spectral isoperimetric inequality, repulsive Robin case). For every a > 0, one has

min_ A () = AY(B),

|0 |=const

where the minimum is taken over all bounded domains Q C RY of a fived perimeter |0Q| = const and B
denotes the ball of the same perimeter as 0 (i.e. |0B| = |0€| = const).

In summary, the ball is the minimiser of the lowest eigenvalue of the Laplacian for all repulsive Robin
boundary conditions (including the Dirichlet case & = +00). Surprisingly, the situation changes dramatically
if one allows «a to be negative.

2.7.4 Bareket’s conjecture

Let us now look at attractive Robin boundary conditions, i.e. @ < 0 in (2.29). It seems to be natural to
expect that the ball is again the optimal set for the lowest eigenvalue. However, since A{({2) is negative
whenever o < 0 (indeed, choose a constant trial function in (2.30)), now it makes sense to maximise it.
Bareket stated this expectation explicitly in 1977 [3].
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Conjecture 2.1 (Spectral isochoric inequality, attractive Robin case). For every a < 0, one has

AT(Q) = A1(B),

|Q2|=const
where the minimum is taken over all bounded domains Q C R? of a fired volume || = const and B denotes

the ball of the same volume as Q (i.e. |B| = |Q] = const).

Since we state this spectral isochoric inequality as a conjecture, it might be expected that something goes
wrong. Indeed, in collaboration with Freitas [13], we disproved the conjecture by showing that there exists
another domain, which is better than the ball, at least if || is large.

Theorem 2.7 (Counterexample to Bareket’s conjecture). For every positive numbers Ry < Ra, there exists
ag = ag(R1, R2) < 0 such that, for all a < ay,

AT(BRr) < AT (AR, ,R,) (2.31)

where AR, r, := Br, \ Br, is a spherical shell and Br with R = R(R1, R2) is a ball of the same volume as
AR R, (L€ [Br|=[AR, R.|)-

Proof. Because of the rotational symmetry, the spectral problem for the balls and spherical shells can be
solved by separation of variables in terms of special (namely, Bessel) functions. Employing the known
asymptotics of the Bessel functions, it is tedious but straightforward to establish the following asymptotics:

d—1
X(Bgr) = —a? + ——a+o(a),

R
)\?(ARLRZ) = —a? + — a+ O(a)’
2
as o — —oo. Since the condition |Br| = |AR, r,| implies R < R2 and « is negative, we get the desired
inequality (2.31) for all sufficiently large |«|. O

Theorem 2.7 is remarkable for it provides the first known example where the extremal domain for the lowest
eigenvalue of the Robin Laplacian is not a ball. It remains open to show that spherical shells are the
maximisers. At the same time, it is still believed (and supported by numerical experiments, see [2]) that
the ball is the maximiser within the class of simply connected domains (i.e., Bareket’s Conjecture 2.1 holds
for such domains).

The isoperimetric constraint seems to be much simpler, at least in low dimensions.

Theorem 2.8 (Spectral isoperimetric inequality, attractive Robin case, d = 2). For every a > 0, one has

max_ A7(Q) = A¥(B),

|| =const

where the minimum is taken over all bounded domains Q C R? of a fized perimeter |09 = const and B
denotes the disk of the same perimeter as Q@ (i.e. |[0B| = |0€| = const).

This theorem is due to my collaboration with Antunes and Freitas [2]. It is believed (and supported by
numerical experiments, see [2]) that the result extends to higher dimensions as well. In fact, there have
been a recent progress showing that the spectral isoperimetric inequality holds in higher dimensions under
an extra convexity assumption, see [6].

For the optimisation of the lowest Robin eigenvalue in the exterior of compact sets, see [19, 20].



Chapter 3

Quasi-cylindrical domains

Finally, let us consider the class of quasi-cylindrical domains. Spectral analysis of this type of domains is
typically the most complicated. The only general result is that there is always some essential spectrum (see
Theorem 3.1 below), but there might be also some discrete eigenvalues; schematically:

U(_A%) = UdiSC(_A%) U Uess(_A%)

407 £

Because of the geometric complexity of quasi-cylindrical domains, we restrict ourselves to a special class:
tubes, see Figure 3.1. Our motivation is twofold. First, the tubular geometry is rich enough to demonstrate
the complexity of quasi-cylindrical domains. Second, the Dirichlet Laplacian in tubes is a reasonable model
for the Hamiltonian in quantum-waveguide nanostructures. For simplicity, and also because we have the
physical motivation in mind, we restrict to two- and three-dimensional tubes in these lectures.

Figure 3.1: An example of a tube of elliptical cross-section. The geometric deformations of twisting and
bending are demonstrated on the left and right part of the picture, respectively.
3.1 There is always some essential spectrum

Before considering the special geometric setting of tubes, let us establish a very general result, which is not
even restricted to quasi-cylindrical domains.

Theorem 3.1 (General location of the essential spectrum). Let Q C R? be an arbitrary open set. Set

Riyax := sup {R . Q contains a sequence of disjoint balls of radius R}

(by convention, we set Rmax := 0 if there is no such a sequence.) There exists a dimensional constant cq
such that cy

inf Oess(—AP) < = 3.1

ess(—Ap) < R (3.1)

37



38 Quasi-cylindrical domains David Krejéiik

(by convention, we interpret the right hand side as +00 or 0 if Rpax := 0 o Rimax := +00, respectively).

Proof. If Ryax = 0, the right hand side of (3.1) can be interpreted as +oo and there is nothing to be proved.
Let us therefore assume Ryax > 0. Let {z, }nen+ C Q be a set of points such that { Br(xy,) }nens C Q is the
set of mutually disjoint balls for all R € (0, Rmax). Then there also exists a sequence of cubes {Qq () }nen-
such that Qu(z,) C Br(xy); in fact, choosing the inscribed cubes, we have the relation R? = da®. The idea
is to construct a non-compact sequence supported on the disjoint cubes. Let ¢ be the first eigenfunction of

—Ag“(o), normalised to 1 in L?(Q,(0)), and recall (¢f (2.8)) that the corresponding eigenvalue is given by

T\ 2 A Cd
MWQu0)=d(=—) =(z5) = —.
1 (Qa(0)) (Qa) (23) R?
For all n € N*, we set
Un(x) = Y(x — )
(the first eigenfunction of ng“(m”')) and extend it by zero to the whole Q. Then the functions 1,’s

are mutually orthonormal in L?(Q) and satisfy ||V, |2, (@) = Cd/ R%. Hence, choosing the n-dimensional
subspace £,, = span{t1,...,1,} in the minimax principle (Theorem 2.4), we get

for all n € N*. Consequently (¢f (2.18)),
. Q . D Cd
inf oess(—A}) = h_}m AL () <

Since the argument holds for all R € (0, Ryax), we conclude with the stated inequality. O

As a consequence of Theorem 3.1, we get the following implications:

Q is quasi-conical =  infoes(—A%) =0,
Q is quasi-cylindrical = Oess(—AD) # D,
Q is quasi-bounded = Oess(—AR) = 2.

The first implication (in fact, much more) has been established previously, see Theorem 1.1. The last
implication says that the quasi-boundedness is a necessary condition for the discreteness of the spectrum
of the Dirichlet Laplacian (by Theorem 2.1, the boundedness is a sufficient condition). It is the middle
implication which is of interest for us as regards quasi-cylindrical domains. Let us highlight it as a corollary.

Corollary 3.1. Let Q C R? be any quasi-cylindrical domain. Then

UeSS(_A%) # 9.

Proof. Although the result follows directly from the quantitative Theorem 1.1, we provide an alternative
proof, which does not use (2.18). Let us assume, by contradiction, that the spectrum of fA% is purely
discrete. Then, proceeding as in the proof of Theorem 1.1, we get

. D Cad
nh_)n;@ AL () < 2k

That is, the eigenvalues of —A%, abbreviated as \,, ;= AP (), accumulate at a finite point A, < +00. Since
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the corresponding eigenfunctions form a complete orthonormal set {1, } nen+, we have the decomposition

oo

S (W ), (G — D))

n,m=1

Vi € dom(—AP), (v, —ARY)

oo

> ((Wns ) n, (Vebm, V)

n,m=1

oo

> (Wn ) A (G, 1))

n,m=1

D A (@, )
n=1

<Aoo D (Wm0
n=1

= Ao ¥

On the other hand, given any non-trivial ¢ € C3() and defining pn(z) := ¢(Nz) with N € N, we have
supp on = N~ 'supp ¢ (the support is diminishing) and Apy(z) = N2Ap(Nz) (each derivative produces
a factor N). Consequently, o € C2(Q2) C dom(—A%P) and

(o ~030n) =N [ [VeNa)Pde = NN [ WPy,
SUpp YN SuUpp ¢
lowl?= [ p@aPde =Nt [ e dy.
Supp o Supp ¢
That is,
lim —(('DN’ —Aben) =
Nooo o lon]?
which contradicts the previously established property that the quotient is bounded by A. O

3.2 Ground-state variational formula

We also need a highly useful tool, which is an extension of the variational characterisation (2.17) of the
lowest eigenvalue of an operator with purely discrete spectrum to the general case.

Theorem 3.2. Let H be a non-negative self-adjoint operator in H and let h denote its associated sesquilinear
form. Then

hly]

info(H) = .
( ) Yedomh ||’(/}||2
$#£0

(3.2)

Proof. Let us abbreviate

< h
A1 :=info(H) and A1:= inf W)L .
vedomh |9

Let {tn}nen C dom H C dom h denote the (approximate) eigenfunction of H corresponding to Ay
(recall that [[1,|| = 1 is part of the property). Then

Sending n to infinity, we arrive at the desired inequality.
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To prove the converse inequality, let us assume by contradiction that A\; > 5\1, so that in par-

ticular A, does not belong to the spectrum of H. Let {%n}nen C domh be a minimising sequence for the
infimum defining Aq, i.e.,

VneN, |[¢,]|=1 and lim Ag,] = ;. (3.3)
n—oo
We set
un = (H + 1),
and argue that {u, }nen is an (approximate) eigenfunction of H corresponding to A1, a contradiction.

e u, € dom H. First of all, notice that u,, € dom H for every n € N. Indeed, for every ¢ € dom h, one has
h(¢,un) = (H1/2q§, H1/2un) _ (H1/2q§, (H + I)_1/2H1/21/1n) _ (¢,H1/2(H+I)_1/2H1/21/1n) ,
where ||HY/2(H + I)~'/2|| = 1 and 4||HY?4,]| is uniformly bounded in n because
1Y 2nll = R[] —— A

o ||unl|. Second, let us argue that u, can be uniformly normalised to 1, i.e., its norm does not converge to
zero as n — oo. In fact, we shall determine the value of the limit. As for the lower bound, we have

lnll = N + 1) /20
-1/
_ up L G+ D)

peFH H‘PH

©#0
B CXA]
gedomn [|(H +1)1/29]|
P#0

N (GRS
P
scdomn /RG] + [0
P¢F#0
T
VA TSE A
1
% —_—
n—oo ,/)\1 + 1

where the third equality employs the fact that (H + I )~1/2 H — domh is an isomorphism and the limit
is due to (3.3). On the other hand, since (3.3) implies h[¢)] > A1 ||¢||? for every 1 € dom h, we have

_ _@wwl
[un] = sup =
gedom h \/h[P] + |||
b#0
(¢, )|
< =
a ¢%§I§nh VAL + 19l
[ul 1

\/5\1 +1 \/5\1 +1 ’
where the last but one equality is due to the fact that dom h is dense in H. Altogether, we have established

the limit
. 1
lm ||u,| = —=

S — (3.4)
n— oo )\1 +1

e |[Hu, — A\ju,||. Finally, we establish the required convergence

[ Hup — Mt ||? = [|(H + Dun — r + 1)ug|?

I(H + D'Y2%n* + (A + 1)?[lunl|* = 2 (A + 1[0l
= hn] + 1+ g + D2 un]> =2 (A + 1)

— 0,

n—oo

where the last step is due to (3.3) and (3.4). O
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3.3 Straight tubes

The special class of quasi-cylindrical domains we shall consider are obtained as a “local” perturbation of
the straight tube
Q=R xw, (3.5)

where w C R?~! is an arbitrary bounded domain (the cross-section of a waveguide modelled by ).

Since ) is a Cartesian product of two domains, it can be shown that
AR = AR L+ o -AY  in L*Q) = LA(R) x L*(w), (3.6)

where Iy and I, denote the identity operators on L?(R) and L?(w), respectively. This is the precise statement
of the “separation of variables” in {2y. Since the real axis R is a quasi-conical domain, its Dirichlet spectrum
is purely essential (see Theorem 1.1)

7(—AD) = Tess(—~Ap) = [0,00).
On the other hand, since w is bounded, its Dirichlet spectrum is purely discrete (see Theorem 2.1)
U(—A‘B) = Udisc(_A%) =: {El S E2 S . }zozl .

Since the spectrum of the operator on the right-hand side of (3.6) is obtained as the sum of the individual
spectra, it follows that the spectrum of —A%“ coincides with the semi-axis [E7,00). In particular, it is
purely essential.

Theorem 3.3. Let w C R¥1 be an arbitrary bounded open domain. Then
U(fA%U) = UeSS(*A%O) = [E1,00), (3.7)

where B denotes the lowest eigenvalue of —AY,.

Proof. Here we provide an alternative proof for those who want to avoid the usage of the formula (3.6).

o(fA%") C [E1,00) | Let h denote the sesquilinear form associated with —A . i.e., h(¢, 1)) = (Vo, Vi)

and dom h = W,"*(Q). Since F, is the lowest point of the spectrum of —A%,, the variational formula (3.2)
implies

o € Wl (w), /Nv¢@n2mqu1/ﬁ¢@n2mL

Consequently, using in addition Fubini’s theorem, we have

Vi € domh, h[y] = / (1020 (2, y)|* + [Vyb(a, y)[*) dzdy

0

zAmemm%wx

zaAmeMMWx
= By ).

By Theorem 3.2, it follows that inf o(—A%) > E;.

o(fA%") D [E1,00) | The proof of the converse inclusion is based on an explicit construction of the approx-

imate eigenfunctions of —A%“ corresponding to k2 + F; with any k € R. For every n € N*, we set

T/Jn(x,y) = d)n(z) Hl(y) with ¢n(z) = Sﬁn(x) ek s

where J; is the eigenfunction of —A¢%, normalised to one in LQ(w) and @, is as in the proof of Theorem 1.1,

namely
_ r—n
on(z) :=n 1/290( )

n
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with ¢ € C2(R) being normalised to one in L*(R). Recall that {¢,},en+ is an approximate eigenfunction
of —A% corresponding to k2. Using in addition that —AgJ; = E1J; in w, we get

I = AZ%n = (K + E)vnl T2y = | = Abn = Knll o) 2 0-

At the same time,

l¥nll2o) = 1nll2@) 19122y =1,

50 {%n }nen- is indeed an approximate eigenfunction of —A%O corresponding to k? + E;.

o(fA%") = O’ess(*A%U) Finally, let us show that {ty,}nen+ is the singular sequence, i.e., it is weakly

converging to zero. Since {1, }nen- is bounded in L?(Qg) (recall that the sequence is normalised to one), it
is enough to verify that

lim (¢, ) =0
n—00
for every ¢ from a dense subspace of L?(Qq) (see Exercise 4c). The space
LE(Q0) := {¢p € L*(Q) : 3N >0, suppy C [N, N] x &} (3.8)

is such a dense subspace (see Exercise 13). Taking any ¢ € L2(Qo), however, it is clear that (¢, ) = 0 for
all sufficiently large n, because the support of v, tends to infinity, namely (¢f (1.4))

inf supp ¢, =n +n inf supp . (3.9)

This concludes the proof of the theorem. O

Notice that E; > 0 (otherwise fw |VJ1]?> = 0, which would imply J; = const almost everywhere in w,
and the constant would have to be equal to zero due to the Dirichlet boundary conditions). Hence, the
structure of the spectrum (3.7) suggests that we deal with a reasonable model for semiconductor waveguide
nanostructure (the ionisation energy Fj is strictly positive).

3.4 Stability of the essential spectrum

Recall that the essential spectrum typically contains propagating states. Intuitively, the propagation is
associated with phenomena taking part at infinity. Due to these heuristic considerations, it is expected
that the essential spectrum is determined by the behaviour at infinity only. This is a completely
imprecise statement, but it can be justified in many geometric as well as analytic settings. Here we provide
the justification in the case of locally deformed tubes.

Definition 3.1. We say that a domain Q C R? is a local deformation of the straight tube € if there exists
a cube Q C R? such that

2\Q=\Q. (3.10)

Obviously, the unbounded parts of Q and 2y are the same, so the following theorem is very expected.

Theorem 3.4. Let Q C R? be a local deformation of the straight tube Q. Then

Uess(_A%) = Uess(_A%U) = [Ela OO) (3.11)

Proof. As usual, we divide the proof into two steps.

Oess(—AS%) D [E1,00) | This part is identical with the second step of the proof of Theorem 3.3. Indeed, the
singular sequence {¢y, }nen+ is “localised at infinity” (¢f (3.9)), so it works just the same for © due to (3.10).
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Oess(—A%) C [E1,00) | One possibility how to establish the opposite inclusion is to use the so-called Neu-

mann bracketing. By the minimax principle (extended to operators with an essential spectrum, see Re-
mark 2.5), one has
inf oess (—AR) = lim A\ (Q), (3.12)
k— o0

where {\;(£2)}72, is the non-decreasing sequence defined by

Ak (Q) = inf sup ———
LrCW2(Q) pely /|¢|2
dim £ =k Y#0 0

By Definition 3.1, there exists R > 0 such that

Q= Qleft: U 2left U chntre U E1right U Qright )

where
Qegt := (—00, —R) X w, uignt = (+R, +00) X w,

Qeentre == 2N (R, R)*.
Bree 1= {—R} X w, Eright = {+R} x w, centre ( )

Notice that Mies, and Xrigne are sets of measure zero. We introduce spaces of restrictions
W) = { Q. : »eWg ()}, e {left, centre, right}
and set

‘D(Q) = W(QIEft) @ W(chntre) @ W(Qright) . (313)

Notice that
D(Q) D Wy (Q),

because the functions from D(2) may be discontinuous on the interfaces Lic, and yight, while VVO1 2(Q) is
a more regular space. Consequently, defining

[ vur
AV(Q):= inf sup 2 ——
£,CD(Q
S vsg [P
Q
we get the inequalities (just because the infimum is taken over larger subspaces)
Yk € N* | Me(9) > AN (Q). (3.14)

Here the superscript stands for “Neumann” and the relationship to Neumann boundary conditions is that the
space D(Q) is the domain of the sesquilinear form associated with the operator which acts as the Laplacian
in © and satisfiles Neumann boundary conditions on Xjes and Xient and Dirichlet boundary conditions
on 0f2. In other words, imposing Neumann boundary conditions means to impose no boundary conditions
on the level of forms.

Because of the direct-sum structure (3.13) of the space D(£2), we clearly have
R D321 = O (Qere) 12 U (Qeentre) }oZy UM (Quigne) 121 (3.15)

where

AV(Q,):= inf sup v € {left, centre, right} .
LCW(Q,) YEL Y 2
dim £ =k P#0 |1/}|
Since Qcentre is bounded and the Neumann boundary conditions are imposed on smooth (in fact, straight)
parts of the boundary, it can be shown that the spectrum of the Laplacian in Qcengre with the combined
boundary conditions is purely discrete. In other words,

lim AY (Qcentre) = +00.
k—oo
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(Alternatively, one can employ the monotonicity of eigenvalues when extending over the parts of the bound-
ary 0€centre Where Dirichlet boundary conditions are imposed and a subsequent lower bound through
eigenvalues of the Neumann Laplacian in the cube @.) On the other hand, by a separation of variables, it
is easy to see that

Vk e N*, AR (Qete) = AR (Qighe) = E1 -

Consequently, arranging the right-hand side of (3.15) into the non-decreasing sequence standing on the
left-hand side, we notice that the elements of {AY(Qcentre)}5>; greater than E; do not count, while
AN (e) 122, and {AN (Quigne) 152, are stationary non-compact sequences. Altogether, we thus arrive
at

lim A\ (Q) = E; . (3.16)

k— o0

Combining (3.12), (3.14) and (3.16), we finally get the desired lower bound

inf e (—AR) = Jim Me(Q) > Jim AN(Q)=E, .
— 00

— 00

This concludes the proof of the theorem. O

The stability of the essential spectrum is actually true under much more general definitions of “local defor-
mations”. Indeed, it is clear from the proof that we do not really need that 2\ Q coincides with g \ @Q; it
would be enough to assume that Q has (possibly just one or more than two) unbounded ends each congru-
ent to the straight half-tube {x € R?: x; > 0}. More generally, it is enough to assume that this straight
half-tube is just “approached at infinity” in a suitable sense, but we do not want to go into much technical
details here.

3.5 Tubes with protrusions and intrusions

From now on, we restrict ourselves to the two-dimensional setting when
Qo =R x (0,a) with  a>0

is an unbounded strip of width a. So the cross-section of the tube is just the interval (0, a). Recalling (2.6)

and (2.7), we have
2 2
E = (g) and  Ji(y) = \[g sin (gy) (3.17)

in the present notation.

We focus on very special local deformations of the straight strip 2y, namely those obtained by locally
enlarging or diminishing the cross-section.

Definition 3.2. Given any continuous function 6 : R — R satisfying 6 > —a, we define a deformed tube by
setting
Q={(z,y) eR': zeR A O<y<a+0(z)}.

The condition 6 > —a ensures that {2 has a geometrical meaning of a non-self-intersecting strip of variable
cross-section of positive width a + 6(z). To have a local deformation of g, we clearly have to additionally
assume that 6 is compactly supported.

The part of the tube §2 where (x) > 0 (respectively, 8(x) < 0) is called a protrusion (respectively, intrusion).
We shall see that these respective geometric deformations have quite opposite impacts on spectral properties
of the Dirichlet Laplacian —A$}.

In this context, we think of fA% as the Hamiltonian of a quantum (quasi-)particle constrained to a
waveguide-type nanostructure of shape 2 with hard-wall boundaries. The straight strip g is an ideal
quantum waveguide, while the deformations due to protrusions and intrusions represent perturbations (ei-
ther unwanted or intentionally created).
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3.6 Bound states due to protrusions
In this section we investigate the effect of protrusions. The following theorem is originally due to [7].

Theorem 3.5. Let 6 € C§(R) be a non-trivial function. Then
6>0 = info(-AD) < F; .

Consequently, if Q) has a protrusion, then —A% possesses a discrete eigenvalue below the essential spectrum
[El, OO) o

Proof. First of all, notice that, for every 0 < ¢ < 1, the scaled function 6. := 6 satisfies the hypotheses
of the theorem. Moreover, suppf. = suppf and 0. < 0. The latter implies 2 D .. Since Wol’Q(Q) D
W, 2(92) (by extending the function from W, ?(Q.) by zero outside Q., ¢f (2.14)), Theorem 3.2 implies
(¢f Proposition 2.5)

inf o(~A) <info(—A%).

Hence, it is enough to prove the theorem for the function 6..

The proof is similar to that of Theorem 1.3. We introduce the quadratic form
1,2
Q:[v] = IV¥lir ) — Erll¥liz .,  domQe:= Wy ().
By Theorem 3.2, it is enough to find a test function ¢ € W, *(€2.) such that Q.[¢)] < 0. We set

™

Yn(2,y) = @n(x) sin (m y) with  pn(2) = ¢ (%) ;
where ¢ € C}(R) is such that
0<p<l, =1 on [-1,1], =0 outside [-2,2],

and the argument of the sine function is motivated by the transverse ground state (3.17). We write Q. =
Q"+ with

QUW] = 1019320, QLW = 1029l172(.) — Er¥li2q.) »

and consider the individual forms separately.

Q§2) Integrating by parts in y, we get

o= [ [ (o) - G|t avas
- /suppe /Oa+65(r) (%)2 - (2)2] sin? (#m y) dy dz
o |Grrm) - G5

2
where the second equality is valid for all n large enough (so that ¢, = 1 on the support of 6; notice that
the square bracket equals zero outside the support of 6). Hence, there exists ng > 0 such that, for every
n>ngand 0 <e <1,

dz,

2 2 2 2
(2) _ T —2ae6(x) — e 0(x) - e / o
Q7 [vn] 2a? /supp9 a+ 0.(x) dz < a(a+max0) Joppe 0(z)dz =i —cre

where c; is a positive constant independent of both n and e.
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§1> For the first form, we have

QW= [ [ TR ( B (amy) e () praore (am?)
a+0.( 2 2 m
<2// " {712()0 ( ) sin® (a—i—@( ) )—i—(p(n) ﬁcos2 <7a+95(x)y)]dydx
[ G oo o () S5 o

1 0
1+ maxf / (@) da 2 / 0/(2)? da
n R a Jr

C2 2
1 — +c3e7,
n

2
dy dx

IN

where ¢o and c3 are positive constants independent of both n and ¢.
In summary,

Q:[Yn] = g + c3e? —cie.

First, we choose € so small that the sum of the last two terms on the right-hand side is negative (namely,
€ < ¢1/c3). Then we can choose n so large that the entire right-hand side becomes negative. This concludes
the proof of the inequality inf o(—A%) < Ej.

The inequality implies that —A% possesses a spectrum below E;. By Theorem 3.4, the essential spectrum
starts by E7, because () is a local perturbation of €y due to the compact support of . Consequently,
inf o(—A$%) must be a discrete eigenvalue. This concludes the proof of the theorem. O

The theorem implies that a quantum particle (say, electron) get trapped inside the waveguide 2 whenever
there is a protrusion. More specifically, the Schrédinger equation admits a stationary solution. In quantum
mechanics, this phenomenon is known as the existence of bound states (the same terminology is kept for
the eigenfunctions corresponding to the discrete eigenvalues). We regard it as a negative impact on the
transport, because an arbitrarily small defect a la protrusion immediately creates at least one bound state.

From a different perspective,

the protrusion acts as an attractive interaction

in the sense that it diminishes the spectrum (i.e. the spectrum of €2 starts below the spectral threshold of
the straight waveguide ).

3.7 Hardy inequalities due to intrusions

It turns out that the effect of intrusions is quite opposite. To quantify it, we establish the following lower
bound.

Theorem 3.6. Let 6 € C°(R) be such that 0 > —a. Then

vwoewpr@, [ vep-p [k [ (#M)Q(gﬂ Wy)Pdedy.  (318)

Proof. Given any bounded open interval I C R, recall (¢f Section 2.2) that (w/|I|)? is the lowest eigenvalue
of the Dirichlet Laplacian in L?(I). As a consequence of the variational formula (3.2), we thus get the

inequality ,
wewn, [Pz (%) [ 1o (3.19)
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By means of Fubini’s theorem, we therefore obtain
Lo ) a+0(x) ) )
Vip € Wy (), A VY[ = A (1020 (@, y)* + [0y (2, y)|*) dyda
0

a+0(x) )
> [ [ e dys
RJO

2 rat6(z)
T e
Z/]R<a—i—9(gc)> /0 [¥(z,y)|” dyd

[X;£QYW@MMMy

It remains to recall the definition (3.17) of Ej. O

Notice that the square bracket of (3.18) is non-positive (respectively, non-negative) if § > 0 (respectively,
0 < 0). The inequality is therefore uninteresting for protrusions. On the other hand, it is a non-trivial
result for intrusions.

Corollary 3.2. Let 6 € CJ(R) be a non-trivial function satisfying 0 > —a. Then

0<0 = —AR — E\I s subcritical.

Proof. The inequality (3.18) is equivalent to the Hardy-type inequality

2 2
- AQ — E I > 4l _ (E) 3.20
3-m2 () - ( (3.20)
in the sense of forms in L?((2), where the right-hand side is non-negative and non-trivial under the stated
hypotheses. (Here we denote by the same symbol 6 the function § ® 1 in Q C R x R) O

The implication holds without the assumption that 6 is compactly supported. It is this situation, however,
which is of special interest, because than €2 is a local deformation of €)g. Then Theorem 3.4 implies that the
essential spectrum equals the interval [E7, 00) and Corollary 3.2 ensures that there is no spectrum below E;.
What is more,

the intrusion acts as a repulsive interaction

in the sense that the right-hand side of (3.20) is non-negative and non-trivial. It is important to notice that

such a scenario does not happen for the straight strip.

Proposition 3.1. The operator fA%" — E41 is critical.

Proof. 1t is enough to prove that the spectrum of —A%” — p starts below F; for any non-trivial bounded
function p : Qo — [0,00). The proof is similar to the proof of Theorem 1.3 concerning the criticality of —AR
and it is left to the reader (¢f Exercise 14). O

If the intrusion is not local (or, less restrictively, 6(z) does not go to zero as |z| — 00), it might happen that
the essential spectrum starts above F;. What is more, an extreme global intrusion may even annihilate the
essential spectrum completely, so that one actually deals with a quasi-bounded domain.

Corollary 3.3. Let § € C°(R) be a non-trivial function satisfying 0 > —a. Then

lim O(x) = —a = Uess(_A%) =4g.

|z|—o00
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Proof. Proceeding in the same way as in the proof of Theorem 3.4, we obtain that
inf Uess(*A%) > min{Aleftv )\right} ) (321)
where

Qlett, 1= [(—OO, —R) X R] N Q,

€ {left, right} ,
¢ € {left, right} Quight := [(+R, +00) x R]N Q.

Proceeding as in the proof of Theorem 3.6, we get

2
W(y 2> 2dxd
Vo € WiEhign), /Q“gmww > [ (o) ey

2
2
a+ 1nf 9 /Qright 1

and similarly for Qjeg. Consequently,

2 2
T T

Meft > | ————— d Aright 2> | ————

left = a+ inf @ an ght a+ inf 6
—o0,—R) (R,0)

Because of our hypothesis, both Ajefy and Ayigne tend to oo as R — oo. Since the left-hand side of (3.21)
is independent of R and the right-hand side can made arbitrarily large by taking R large, it follows that
inf Uess(—A%) = 00. O

3.8 Twisting versus bending in curved tubes

Instead of considering straight tubes with varying cross-section, it is interesting to consider curved tubes
of uniform cross-section, see Figure 3.1. Without going into technical details, let us mention that it can be
shown, by the same techniques as above, that:

bending acts as an attractive interaction

twisting acts as a repulsive interaction

This is a brief summary of many results established in recent years (see [18] for an overview). Here it is
interesting that the existence of bound states in bent waveguides is a purely quantum effect, without a
classical counterpart. The moral is that, in order to make the transport in modern quantum wires stable,
one should use twisted geometries.
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Appendix A

Notation

Here we point out some special notation used in the lectures.
o N*:=N\ {0}, where N ={0,1,2,...} are natural numbers (including zero).
Ry :=(0,400), R_ := (—00,0).
Bgr(zo) == {r € R?: |z — x¢| < R} (ball of radius R and centre zg), where zo € R? and R > 0.

[¢]

e}

o Bp := Bg(0) (ball of radius R centred at the origin).

1 if z€8,
o xs(x) = no 7 (characteristic function of a set S), where S C R<.
0 otherwise,

o1



